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1. Introduction
In the SA4#121 meeting, S4-221265 was discussed.In this contribution, we would like to introduce a sub-use case under the Volumetric-type category and discuss the possible implications in WebRTC session management. 
In this contribution, we would like to introduce a use case where a UE has multiple video sources. 
It covers the cases where WebRTC-enabled UE has Multiple Video Sources covering different areas such as 360-degrees360 degrees of view. In some cases, not all of the current UE’s field-of-view (FoV) is necessary to be streamed or the receiver-side UE does not care what’s behind source’s current FoV. This contribution was previously discussed in the SA4#121 meeting.

2. Multiple Video Sources and With different zone allocations

Figure. X-2.1 illustrates a common use case when a UE has multiple video sources (e.g. 2D/3D-capable). Each camera may have a fixed Field-of-View (FoV) or varied FoV. Each camera may support the same set of video capabilities such as codec support.

A camera ID or zone ID A Zone number is assigned for each camera. By assigning a zone number, the UE has the flexibility to signal each source by its source ID (e.g. SSRC in case of RTP) or zone/camera ID. 
The zone ID may be assigned with a priority based on the areas it covers and may consist of one or more cameras. For example, the area covered by cameras in zone-1 may be more important than the ones located in zone-2 and zone-3 since it covers the front FoV of the UE. This is important information since it enables UE to signal the essential zone areas or high-priority zones. In some cases, all of the zones have to be treated equally, then all the zone will have the same priority assignment. 




Figure. X-2.1 Multiple Video Sources With different zone allocations in UEiRTC Client
Note: the number of cameras and size of UE can be varied. 

For such a UE to be able to support signaling multiple video sources over the network, UE may have a choice of signaling an SDP by a) combining multiple zones into one or b) sending SDP from the individual zone. 
In summary, in this use case, there are following possible scenarios:
1) Each media source is able to signal individual control message and send individual media stream
2) Media sources inside of each zone may get combined together, send combined control message and media stream per zone.
3) Media sources from each zone may get combined together and send a combined control message and media stream as a whole.
4) It may be further possible to associate the zone IDs or camera IDs to particular pose information when the UE is creating or sending immersive content. Streams from individual camera or cameras in certain zones can be paused/resumed depending on the viewing orientation of the receiver UE (i.e., for viewport-dependent media).  

In the case of WebRTC, the WebRTC signaling server may forward individual SDP from the independent zone or a single SDP carries all necessary parameters for all the zones. 

3. Proposal
It is proposed d to add clauses clause 2 into the C.x of the FS_eiRTCW iRTCW permanent document and work on session management-related procedures for this use case. 

4. References
[bookmark: _heading=h.30j0zll][1] S4aR220046, 3D Video Types for iRTC Client in the Terminal, 3D Video Types for iRTC Client in the Terminal 
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