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[bookmark: _Toc504713888]1 Discussion
The contribution proposes an update of the model optimization techniques section 6.1.1 including a new paragraph on how to make use of these optimization techniques to provide a family of trained model to meet different requirements level.
The second part of the contribution presents a summary of the requirements and constraints for updating the model described at different places in the permanent document.

1 Proposed change

6.1	Model data

--------------------------------------------- Begin change 1-----------------------------------------------

6	Data components for AI/ML-based media services
6.1	Model data
6.1.1 	Model optimization techniques
Trained models consist of graph representationrepresentations of the neural networknetworks as well as millions of parameters/weights that wereare learned during the training phase. Table 6.1.1-1 depicts the characteristics of some of the state-of-the-art DNNs as provided by [6].

	Model
	#Parameters (M)
	Footprint (MB)
	#FLOPs (B)

	1.0 MobileNet-224
	3.3
	13.2
	0.28

	EfficientNet-B0
	5.3
	21.2
	0.39

	DenseNet-169
	14
	56
	3.5

	Inception-v3
	24
	96
	5.7

	ResNet-50
	26
	104
	4.1

	VGG-16
	138
	552
	16

	SSD300-MobileNet
	6.8
	27.2
	1.2

	EfficientDet-D0
	3.9
	15.6
	2.5

	FasterRCNN-MobileNet
	6.1
	24.4
	25.2

	SSD300-Deeplab
	33.1
	132.4
	34.9

	FasterRCNN-VGG
	138.5
	554
	64.3

	YOLOv3
	40.5
	122
	71




Table 6.1.1-1: State-of-the-art DNN characteristics [6]

The figures in Table 6.1.1-1 demonstrate that models can be optimized to be smaller, to consume less processing units, less energy and to be faster.

Parameter pruning is oOne of the main techniques to control the size of a neural network model or an update thereof is pruning. Pruning works by removing individual weights or complete structures of a pre-trained model. We differentiate between structured and unstructured pruning. 
In unstructured pruning, the goal is to reduce the number of non-zero weights in a layer while approximately preserving the output of that layer. The assumption behind these techniquesthis technique is that only a small subset of the weights areis dominant and impactimpacts the performance of the model. The rest of the weights may potentially be ignored/removed. The technique starts by assigning a saliency score to each parameter and then removingremoves the weights with a score below a certain threshold. The resulting network may require retraining to regain the original accuracy. However, this type of technique introduces unstructured sparsity into the neural network, which but the resulting tensors of parameters have the same size and shape. The receiver may require special inference hardware or some pre-processing on the receiver side. to reduce the inference computational complexity.

In structured pruning, the model graph is altered by completely removing certain structures such as neurons and filters. This may be done by assigning an importance score to each neuron/filter based on the current weight or based on inference data. The neurons/filters with a score below a threshold are removed. Compared to unstructured pruning, this approach does not introduce sparsity but may not yield the same compression results. 

AnotherLow-rank decomposition is another technique to reduce the size of a model is low-rank compression.. In low-rank compressiondecomposition, a tensor, representing the weights of a layer in the DNN, is replaced by a product of two lower-rank tensors that perform approximately equally inwhich reduces the model.number of element-wise multiplications potentially without sensibly altering the performance, providing a proper choice of rank. This technique speedscan both speed up the inference and also results in compression gains. Algorithms such as the Singular Value Decomposition (SVD) may be used to obtain the tensors ofcorresponding to any desired rank.  

YetQuantization is another very efficient compression technique is quantization. Quantization . It consists of decreasing the precision of the weightsparameters of a model, thus reducing the required memory footprint. The weightsparameters are mapped from a larger space of values into a smaller one, a concept widely used in image and video compression. Better performing quantization techniques may be context aware and operate in a non-linear manner to approximate the distribution of the weight values. Knowledge about the used quantization scale will be required to perform inverse quantization and recover the original weights. If non-linear quantization is used, the technique becomes non-transparent. The resulting weightsparameters may further be losslessly entropy coded, e.g.., using Huffman coding for further size optimization.

Knowledge distillation takes a different approach to reducing model size. The goal is to transfer knowledge from thea trained network into a smaller model for inference. During the distillation process, the smaller model learns to mimic the output of the larger trained model by minimizing a loss function that takes into account both the hard output values as well asand the soft values into account (i.e.., prior to filter application). Knowledge distillation techniques have, in several cases, surpassed the accuracy of the original model.

The compression levels achieved by these techniques can be controlled to provide a set or “family” of adaptive trained models which perform the same task but meet different constraints (e.g., memory footprint, latency and/or computational cost). Furthermore, by minimizing the difference between the models during training, the family can be optimized to reduce its memory footprint or the transmission cost of model changes. Examples of such approaches include:
· Pruned models, where each neural network of the family (except the largest one) contains a subset of the neurons of the previous network in the ordered family
· Quantized models, where the family contains neural networks with increasing quantization level of the parameters.
· Early-exit models, where the neural network contains exit points before reaching the final output that generate intermediate predictions/results. 

Most of the aforementioned techniques are sender-only techniques that do not require processing on the receiver side. The burden is on the creator of the model to apply these techniques to produce a more compact representation of the model. Some techniques may require processing at the receiver side. The complexity of that processing and the amount of information required to recover the model may vary by technique.


--------------------------------------------- end change 1 -------------------------------------------------------------------------------

--------------------------------------------- begin change 2-----------------------------------------------------------------------------



6.1.2 Model update requirements and constraints

Evolving requirements and environment conditions after model selection
Use-cases and different workflows delivery comprises the selection and the distribution of adapted trained models or model subsets to the UE for performing AI inference. An offline supervised learning can provide a set of trained models adapted for the UE to environment conditions regarding a UE service requirement. Environment conditions in clause §4.1 or clause $4.3.1 describes different sets of conditions including UE capabilities and network limitations. The UE and the network share these environment parameters to select the trained model that fits best the current conditions to meet the requirements. The selection may depend for example on the current UE capabilities such as the available memory, the current power consumption, the current battery storage, the current computing power, as well as on the current network conditions such as the network load, the available or the allocated bandwidth to the UE. This may also depend on the service requirements, or on the user preferences on the expected quality of result and on the maximum UE resources such as the energy, memory, computing power for running the AI/ML service.
During the inference stage, environment conditions as listed above may change to such an extent that the selected trained model e.g., DNNs will no longer be appropriate or not optimal to meet the requirements. this will lead to a degraded QoE for the end user. This highlights the need for model updates to meet the new environment conditions.

Model accuracy deviation between the training phase and the delivery phase.
The discrepancy between the data seen during training and data used at the time of inference can lead to a decrease in accuracy performance. The actual accuracy of the system may vary depending on the current input data, environment, and context. Updates to the trained models are necessary to continue to meet the accuracy requirements.

Applying inference on evolving characteristics of the input media content 
The model to be applied can be adapted to the entire media content or sequence thereof, or to a spatial or temporal partition of an input media content, for example to a group of frames, frame slices, frame blocks. The model and/or model parameters such as biases and weights may be updated to adapt to the characteristics of the processed part of the content. The characteristics can relate to the resolution, light e.g., the noise introduced by the camera , content in dark areas, the type of scene. They can also relate to the current demand by the algorithm or the user in terms of expected accuracy or subjective quality of the produced content. 

--------------------------------------------- End change 2-----------------------------------------------------------------------

3 Proposal
We propose to update the section §6.1.1 with the text of the first change and include a new section 6.1.2 in the clause §6.1 Model data.
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