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1 Introduction
This contribution provides a brief starting point for discussions on IMS-based AR communication split rendering.
2 Discussion
According to the following description that included in clause 6.2.8 of TS 26.928, network media rendering is necessary:
“But, given mobile clients, their limited processing capabilities, battery capacity and potentially problems with heat dissipation, processing might be moved to the network. Typical processing for XR conferencing:
· Foreground/background segmentation;
· HMD removal, i.e. replacing a users HMD with a 3D model of the actual face, possibly including eye tracking / reinsertion;
· 3D avatar reconstruction, i.e. using RGB + depth cameras or multiple cameras to create 3D user video avatars;
· Support for multiple users with a (centralised or distributed) VR conferencing bridge, stitching multiple user captures together;
· Creating a self-view, i.e. local 3D user avatar from the user’s own perspective.”

The SR_MSE work item for studying split rendering has been agreed at the SA plenary #96 in document SP-220685. The SR_MSE project is based on 5GMS and MEC architecture and supports the WebRTC-based split rendering. The following figure shows the architecture which included in clause 3 of S4-221489. The Split Rendering AS Instance is added to the 5GMS AS, and the Signalling Server Instance is enhanced to support signalling processing for split rendering.
[image: ]
However, split rendering for AR communication is not included in SR_MSE according to the following descriptions in the WID:
“The scope of this WID is limited to the interface between the Split-rendering EAS and the UE. The end-to-end application setup and management is out-of-scope of this WID.
NOTE: this work item does not intend to cover transcoding or AR conversational use cases and does not specify how the media that is to be rendered by the split rendering AS is received.”
Therefore, split rendering for AR communication needs to be considered as a new topic beyond SR_MSE, especially for IMS-based track.
As shown as below, the architectures of the IMS and 5GMS are completely different, and the service traffics are also completely independent. 
[image: C:\Users\s00301411\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\2FFFFECB.tmp]
As shown above, 5GMS is the media stream architecture, it uses Data APN (default bearer QCI 8/9) and complies with TS 26.501 and TS 26.502. Meanwhile, IMS uses a dedicated IMS APN (signalling default bearer QCI 5, voice default bearer QCI 1, video default bearer QCI 2) , and complies with TS 23.228 and TS 24.229. IMS contains a series of network elements which are totally different from 5GMS architecture. IMS network does not interact with the 5GMS network, and the enhancement of the 5GMS architecture cannot apply to IMS network.
Because 5GMS and IMS architectures are completely independent, the architecture defined by SR_MSE is not applicable to IMS-based AR communication. Therefore, the architecture and service process need to be redefined for IMS-based AR communication split rendering.
On the other hand, SR_MSE defines only the downlink split rendering scenario which can be found in clause 3 in S4-221455. The following figure shows a simplified diagram. After a session is established between the UE-A and the Split Rendering EAS, the UE-A sends the pose of the user to the EAS. The EAS renders based on the user pose and sends the rendered video stream to the UE-A.
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However, AR communication is bidirectional, a typical scenario is digital human communication. UE-A communicates with UE-B. UE-A enables the digital human image. UE-B can view the digital human image of UE-A during a video call. The action of the digital human can change in real time with the pose of the UE-A.
In this scenario, if the UE-A cannot complete media rendering, the UE-A needs to establish a connection with the Communication Server for UE-A and sends its pose and real-time audio/video stream to the Communication Server for UE-A. After completing media rendering, the Communication Server for UE-A sends the video stream carrying the digital human image of the UE-A to the UE-B. Media rendering cannot be completed in the downlink direction due to the following reasons:
· Communication Server for UE-B has no responsibility to provide split rendering function for UE-A, split rendering session cannot be established between UE-A and Communication Server for UE-B.
· Communication Server for UE-B may no support split rendering.
· Even Communication Server for UE-B support split rendering, it may can’t identify the pose or other data sent from UE-A.

The following figure shows a simplified call flow. When UE-A needs split rendering, the UE-A creates a connection with the Split Rendering Server (it is also the communication server for UE-A). The UE-A then sends its pose data and real-time audio/video streams to the Split Rendering Server. The Split Rendering Server performs media rendering based on the audio/video stream of the UE-A and the user pose, and sends the rendered video stream with the digital human image of the UE-A to the remote UE-B.
[image: C:\Users\s00301411\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\CA57F278.tmp]
3 Proposal
We propose to agree a new WID is need to study the split rendering function for IMS-based AR communication.
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