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Introduction
The Moving Picture Experts Group (MPEG), have finalized a group of standards, under the umbrella name of Visual Volumetric Video-based Coding (V3C). These standards aim to efficiently code, store, and transport dynamic volumetric visual scenes catering to virtual reality, augmented reality, and mixed reality applications, such as gaming, sports broadcasting, motion picture productions, and telepresence (Schwarz et al., 2019). The V3C family of standards currently consists of three published specifications:
1) ISO/IEC 23090-5 [4], which defines the generic concepts of volumetric video-based coding and its application to dynamic point cloud data;
2) ISO/IEC 23090-12 [6], which specifies an application that enables compression of volumetric video content captured by multiple cameras; and
3) ISO/IEC 23090-10 [5], which describes how to store and deliver V3C compressed volumetric video content. 
A second relevant standards track relates to Internet Engineering Task Force (IETF) Audio/Video Transport Core Maintenance (avtcore) Working Group, which is working on defining the real-time protocol (RTP) payload format for V3C encoded content (IETF-avtcore 2023). 
Each of the four standards above leverages the capabilities of traditional 2D video coding and delivery solutions, allowing for re-use of existing infrastructures which facilitates fast deployment of volumetric video.
The V3C encoder converts volumetric video frames, i.e., 3D volumetric information, into a collection of 2D images, and associated data, known as atlas data. The converted 2D images are subsequently encoded using existing video or image/video codecs, while the atlas data is encoded with mechanisms specified in (ISO/IEC 23090-5).
Use cases for V3C standards include, but are not limited to:
· AR conferencing, e.g., as defined by use cases 19 and 22 in TR 26.998;
· Streaming of Immersive 6DoF, e.g., as defined in use cases 3 and 20 in TR 26.928.
Volumetric Video Support
2.1 Coding aspect of V3C
2.1.1 Generic encoder/decoder description
V3C encoding of a volumetric frame is achieved through a conversion of a volumetric frame from its 3D representation to multiple 2D representations and a generation of associated data, also known as the atlas data.
2D representations, known as V3C video components, of a volumetric frame are encoded using traditional 2D video codecs (such as AVC or HEVC). The V3C video component may, for example, include occupancy, geometry, attribute data, or packed data. The occupancy data informs a V3C decoder which pixels in other V3C video components contribute to the reconstructed 3D representation. The geometry data describes information on the position of the reconstructed voxels, while attribute data provides properties of that voxel, e.g. color or material information. The packed data component, introduced in 2nd edition of the standard, allows to limit the number of the video components required and pack all types of video component data (i.e. occupancy, geometry, and attributes) into one video frame. 
Atlas data, known as V3C atlas component, provides information to interpret the V3C video components and enables the reconstruction from a 2D representation back into a 3D representation of a volumetric frame. The atlas data is composed of a collection of patches. Each patch identifies a region in all V3C video components and provides the necessary information to perform the appropriate inverse projection of the indicated region back into 3D space. The shape of the patch region is determined by a 2D bounding box associated with each patch as well as their coding order. The 2D shape of these patches is further refined based on occupancy data.
Figure 1 visualizes the reconstruction from patches and different video components of V3C content.
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[bookmark: _Ref126573572]Figure 1 Example of reconstructed point 3D frame with one color per patch (Top), occupancy video frame (bottom-left), geometry video frame (bottom-middle) and one color per patch texture frame (bottom-right). 
To enable parallelization, random access, as well as a variety of other functionalities, an atlas frame can be divided into one or more rectangular partitions referred to as tiles. Tiles are not allowed to overlap and are independently decodable. The functionality of tiles, closely resembles similar mechanisms in video codecs, such as motion constraint tiles in HEVC or sub-pictures in VVC.
The binary form of V3C video components, i.e. video bitstream, and V3C atlas components, i.e. V3C atlas bitstream, can be collected and represented by a single V3C bitstream. The V3C bitstream is composed of a set of V3C units. Each V3C unit has a V3C unit header and a V3C unit payload. The V3C unit header describes the V3C unit type for the payload and the V3C unit payload contains the data for V3C video components, V3C atlas components or V3C parameter set. V3C video component, i.e. occupancy, geometry, attribute, or packed corresponds to video data units (e.g. NAL units defined in (ISO/IEC 23008-2)) that could be decoded by an appropriate video decoder. The V3C atlas component contains V3C NAL units as defined in (ISO/IEC 23090-5 and ISO/IEC 23090-12). The same standards also define how to decode said V3C NAL units.
Systems aspect of V3C
ISOBMFF and DASH
In order to enable storage and delivery of compressed volumetric content, MPEG developed the standard ISO/IEC 23090-10. Like V3C coding standards, the systems aspects for volumetric content leverage existing technologies and frameworks for traditional 2D video. The ISO/IEC 23090-10 standard defines how V3C-coded content may be stored in an ISO base media file format (ISO/IEC 14496-12) container as timed and non-timed data, providing the ability to multiplex V3C media with other types of media such as audio, video, or image. The standard also adds several systems level technologies to help storing or accessing V3C encoded content.  
Moreover, the standard defines extensions to the Dynamic Adaptive Streaming over Hypertext Transfer Protocol (HTTP) (DASH) (ISO/IEC 23009-1) to enable delivery of V3C-coded content over a network leveraging existing multimedia delivery infrastructures. The overview of the ISOBMFF and DASH aspects for V3C is provided in [7].
RTP
In order to transport V3C compressed content over RTP, an appropriate payload format is needed for both 1) video, and 2) data components (atlas).
The RTP payload format for V3C video component is defined by appropriate Internet Standards for the applicable video codecs. For example, RFC 7798 defines the payload format for HEVC, and RFC 6184 defines the payload format for H.264.
The RTP payload format for V3C atlas component is under development in the IETF AVTCORE WG and reached working group draft status in December 2022 (IETF – avtcore 2023). As the atlas bitstream uses the high-level syntax NAL unit concept known from existing video codecs, the proposed payload format tries to re-use as much as possible from RTP payload formats for existing modern video codecs. Additionally, the internet draft [8] provides information on how the association between the V3C atlas component and the V3C video components can be signalled on SDP level, e.g., by defining groups of RTP streams to contain V3C encoded data (RFC 5888), or by defining a way to bundle multiple RTP streams in a single transport (RFC 8843). 
The following figure shows the end-to-end overview of a V3C communication system in a uni-directional conversational scenario.
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Figure 2 High level overview of a V3C system for one way conversational communication.
V3C Applications
The V3C standard defines a generic mechanism for coding volumetric video and can be used by applications targeting different flavours of volumetric content, such as point clouds, immersive video with depth, or even mesh representations of visual volumetric frames. Compression of mesh representations is currently ongoing in MPEG under Video-based Dynamic Mesh Compression (V-DMC) [9].
Video-based Point Cloud Compession (V-PCC)
V-PCC addresses lossless and lossy coding of 3D point clouds with associated attributes such as colors and reflectance. Point clouds are typically represented by extremely large amounts of data, which is a significant barrier for mass market applications. However, the relative ease of capturing and rendering 3D information as point clouds compared to other volumetric video representations makes point clouds increasingly popular to present immersive volumetric data. With the current V-PCC encoder implementation providing a compression in the range of 100:1 to 300:1, a dynamic point cloud of one million points could be encoded at 8 Mbit/s with good perceptual quality. Real-time decoding and rendering of V-PCC bitstreams has also been demonstrated on current mobile hardware. The overview of coding aspects of V-PCC is provided in [1][2].
MPEG-I Immersive Video (MIV)
MIV enables the compression of multi-view content, multi-view plus depth and multi-plane image source data. MIV was developed to support compression of immersive video content, in which a real or virtual 3D scene is captured by multiple real or virtual cameras. The standard builds on capabilities defined in 23090-5, by adding more flexible video component packing strategies, depth encoding formats and camera models. The new camera models support arbitrary orientation and translation properties as well as equirectangular, perspective, or orthographic projections. Observed in demos, by pruning and packing views, MIV can achieve typical bit rates around 5 to 30 Mb/s using HEVC and a pixel rate up to HEVC Level 5.2. The overview of coding aspects of MIV is provided in [3][23].
V3C Performance
V-PCC Results
Subjective verification results for V3C V-PCC conclude that the MPEG developed test model significantly outperforms the reference anchor (point cloud library). More detailed information is available in the full test report [22]. 
MIV Results
V3C MIV is currently conducting its own verification tests. The results of the dry-run of the subjective experiments organized in this context show that MIV significantly outperforms its reference anchor, which consists in the combination of the Multiview extension of HEVC (MV-HEVC) and the MPEG Reference View Synthesizer (RVS) [24][25][26].
Implementations
In order to support generation of content for V3C encoder, it is recommended that a device be capable of capturing depth + texture video, also sometimes referred to as RGBD. However, as indicated by the geometry absent profile as defined in ISO/IEC 23090-12, depth capture is not sometimes even needed to generate volumetric video. Even a device with a single depth + texture camera sensor can generate point cloud sequences. Currently, in the mobile industry we see an increased number of handheld devices which support depth sensing, like the iPhone 12 or 13. There are also dedicated cameras like Microsoft Kinect Azure or Intel Realsense, which support depth sensing. Over the last 4 years there were number of implementations in the industry showing how V3C encoded can be consumed by different types of devices.
In January 2019 Nokia shared a demo based on an open-sourced implementation [10] using standard mobile device hardware to decode and render V3C encoded content [11]. 
In January 2020 Futurewei also contributed to describing a mechanism for GPU friendly rendering on mobile platforms using geometry shaders and presented V3C rendering capabilities on a mobile device [12]. 
In January 2021 Intel demonstrated MIV video playback on the Intel Max GPU using its media and graphics hardware engines [13]. The proof of concept “Freeport Player” uses a modified open source VLC player, DirectX11 implementation of TMIV decoder and renderer, and a face tracking system. The demo was interactive, using a normal web camera to track viewer motion, and a normal PC display to show rendered viewports.
In August 2022 Interdigital and Philips showcased real-time decoding of V3C bitstreams using three simultaneous HEVC hardware decoders [14][15]. The demo showed that V3C standard is ready for deployment for public application as it relies on 2D conventional video codecs and is codec agnostic. So, it does not require specialized hardware.
In October 2022 Interdigital showcased streaming of V3C compressed content to Nreal AR glasses [16][17] over DASH as described in 23090-10.
In February 2023 Nokia provided description of the V3C-based real-time delivery demo [18] that showcase the V3C capabilities for conversational scenarios, where data is delivered over RTP streams. The demo utilized commercially available RGB-D cameras[19], standard PC destop as a sender and Meta Quest 2 as a receiver. 
All the demonstrations indicate that both generating V3C content as well as decoding and displaying it using existing commercially available hardware is both possible as well as practical. Different types of implementations also display the flexibility of the V3C family of standards. More consideration about the performance requirements can be found in [20]. Some practical examples of the recommended minimum GPU requirements are provided below:
· Functionalities at least one of the following
· Minimum OpenGL 3.0
· Minimum OpeGLES 2.0 
· Minimum Vulkan 1.0
· Minimum DirectX 9.0
· Minimum Metal 1.0
· Performance 
· Minimum Adreno 540 or Apple A11 equivalent mobile GPU.

Capabilities considerations
Until now, V3C defines two applications: video-based point cloud compression (V-PCC) specified in ISO/IEC 23090-5 and MPEG immersive video (MIV) specified in ISO/IEC 23090-12. V3C specifications provide restrictions on the bitstreams and hence limits on the capabilities needed to decode the bitstreams utilizing profiles, tiers, and levels. Profiles are also used to indicate the application of V3C bitstream, i.e. V-PCC or MIV, in other words indicate the algorithmic features and limits that must be supported by decoders conforming to given profile.
ISO/IEC 23090-5 describes several codec group profiles for its applications, V-PCC and MIV, in Annex A. Table 1, extracted from Annex A, is copied below for convenience. There are currently five codec groups defined: AVC Progressive high, HEVC Main 10, HEVC 444, VVC Main 10 and MP4RA. The details for the profiles defined in TS 26.118 for the subset of codecs can be reviewed from the table below.
For any given profile, a level (ptl_level_idc) of a tier (ptl_tier_flag) generally corresponds to a particular decoder processing load and memory capability. While defining the levels in V3C specification MPEG took into account the video codec requirements for 3GPP devices specified in TS 26.118 based on [21]. For advanced use cases, the HEVC Main10 profile, Main tier, at level 5.1 is mandated in TS 26.118, which corresponds to level 2.0 in V3C specification with 534 773 760 maximum aggregated luma sample rate per second (roughly corresponds to two 4k decoders running at 30 fps).
[bookmark: _Ref126577010]Table 1 CodecGroup profile component supported functionality in ISO/IEC 23090-5.
	
	
	AVC Progressive High
	HEVC Main10
	HEVC444
	VVC Main 10
	MP4RA

	
	Capability
	Occupancy
	Geometry
	Attributes,  Packed video
	Occupancy
	Geometry
	Attributes,  Packed video
	Occupancy
	Geometry
	Attributes,  Packed video
	Occupancy
	Geometry
	Attributes,  Packed video
	Occupancy
	Geometry
	Attributes,  Packed video

	Chroma format
	Mono
	
	
	
	
	
	
	✓
	✓
	✓
	✓
	✓
	✓
	‒
	‒
	‒

	
	4:2:0
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	‒
	‒
	‒

	
	4:4:4
	
	
	
	
	
	
	
	
	✓
	
	
	
	‒
	‒
	‒

	Bit depth
	8 bit
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	‒
	‒
	‒

	
	10 bit
	
	
	
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	‒
	‒
	‒

	Video coding specification
	name
	ISO/IEC
14496-10
	ISO/IEC 23008-2
	ISO/IEC DIS 23090-3
	As defined by a component codec mapping SEI (F.2.11)

	
	profile
	Progressive High as specified in ISO/IEC 14496‑10
	Main 10 as specified in ISO/IEC 23008‑2
	Main 4:4:4 10 as specified in ISO/IEC 23008‑2
	VVC Main 10 as specified in ISO/IEC DIS 23090‑3
	‒


To fully define decoding capability V3C uses a combination of syntax elements ptl_profile_codec_group_idc and ptl_profile_toolset_idc. The toolsets are used to describe the required V3C atlas codec features and are copied for convenience in Table 2. V3C specifies two toolset profiles for V-PCC applications and four toolset profiles for MIV applications. Additionally, V-PCC toolsets can be differentiated for static and dynamic volumetric content using ptc_one_v3c_frame_only_flag.
For V-PCC applications, the V-PCC Extended toolset profile allows for more than one map of geometry and attribute and enables the usage of tools for increased performance, such as Extended Occupancy Map patches (EOM patches, which transmits occupancy information between two maps), Point Local Reconstruction (PLR, which creates new points using interpolation parameters), among others, and also allows for more flexibility in patch placement (including patch rotations) and in patch projection directions (including directions rotated by 45-degrees). Furthermore, the V-PCC Extended profile also does not restrict the number of channels in V3C video component.
MIV applications allow only I_INTRA patch type compared to V-PCC that is provided per GOP of video frames. Additionally, the MIV toolsets are more flexible with regard to the amount and types of V3C video components. For example it allows a packed version of V3C video components that enables one video encoder/decoder V3C use case. MIV toolsets profile also clearly limits the number of attribute V3C video components.

[bookmark: _Ref126577848]Table 2 Available toolset profile components in ISO/IEC 23090-5.
	[bookmark: _Hlk126578084]Ptl_profile_toolset_idc
	ptc_one_v3c_frame_only_flag
	Toolset profile component
	Type

	0
	0
	V-PCC Basic
 /* Specified in Annex H*/
	Dynamic

	
	1
	V-PCC Basic Still
/* Specified in Annex H*/
	Static

	1
	0
	V-PCC Extended
/* Specified in Annex H*/
	Dynamic

	
	1
	V-PCC Extended Still
/* Specified in Annex H*/
	Static

	64
	0
	MIV Main
/* Specified in ISO/IEC 23090-12 */
	Dynamic

	65
	0
	MIV Extended
/* Specified in ISO/IEC 23090-12 */
	Dynamic

	66
	0
	MIV Geometry Absent
/* Specified in ISO/IEC 23090-12 */
	Dynamic

	2..63, 67..255
	-
	Reserved
	-



It should be pointed out that the V3C coding standards do not specify how the content should be displayed to the user / rendered. Similarly to 2D video codecs, the display should be application specific; thus, individual applications can decide on the optimal reconstruction and rendering techniques. This allows the V3C standard to remain relevant, when novel rendering and reconstruction techniques and hardware acceleration features become available.
Proposal
We propose to include Section 2 in the MeCAR permanent document as the basis for further analysis on how V3C may be supported depending on the AR/VR/XR device capabilities (Standalone or split rendering).
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