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Introduction
Over the last two years, a number of demos [1][2][3][4][5] were presented to the public to showcase the capability and performance of Visual Volumetric Video-based Coding (V3C) ecosystem (ISO/IEC 23090-5, ISO/IEC 23090-10, ISO/IEC 23090-12). However, all the demos so far were related to rendering or delivering pre-recorded content. This contribution provides information on the design and performance of the first V3C-based real-time delivery demo that addresses VR/AR conversational scenarios.
Description
The high level overview of V3C-based real-time delivery demo is provided in Figure 1.
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[bookmark: _Ref126573360]Figure 1 High Level overview of the Demo Setup
To capture the scene in real-time a number of commercially available RGB-D cameras are used [6].
The sender is a typical desktop PC machine with GTX 1080 GPU [7], intel i7-9700K processor and 16 GB of RAM. It should be noted that hardware performance on the sender clearly exceeds the performance requirements of the real-time encoding. Standard PC provides the required computational power with no observed performance bottlenecks. 
First the sender pre-process the received RGB-D content (e.g. clean the depth map) and pass RGB-D data to the V3C encoder which generates V3C atlas and V3C video components that are encoded by appropriate codecs.  In the demo V3C encoder uses “MIV Extended HEVC Main” profile according to Annex H of ISO/IEC 23090. The demo uses V3C packed video component to collect texture attribute and geometry data in the same video frame. Thus, only one HEVC video encoder instance is needed on the sender device and hence only one HEVC video decoder instance is needed on the receiver. 
Next, the encoded data is passed to the RTP interface that is responsible for packing and sending the data to the receiver. The video data is packetized into an RTP stream according to RFC 7798, while the atlas data is provided according to V3C RTP Payload format - draft [9]. The encoding is not receiver specific and the delivery was successfully tested using unicast and multicast communication, where multiple end points were consuming the same content from different viewpoints. 
The receiver is a commercial Head Mounted Display (HMD), Meta Quest 2 with the Qualcomm Snapdragon XR2 Platform [8]. The receiver negotiates a session with the sender. Once the session is established, the sender delivers the encoded video and atlas data to the receiver. The receiver receives the data and decodes and renders it based on the user pose provided by the Meta Quest 2 at 72 frames per second.
The observed end-to-end latency of the system is below 200 ms and can be utilized for conversational scenarios. The setup was also tested with two way audio communication and between two different Nokia sites (Tampere-Espoo). 
Results
Figure 2 contains screen grabs from the recorded content. The provided content is encoded in real-time, streamed across the network, decoded and reconstructed on Meta Quest 2. The recording is captured using the screen recording functionality on the device. As such it contains rendering only for one eye, which is why the content may at times look distorted because the content is actually displayed to the user in stereo-rendering. 
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[bookmark: _Ref126678233]Figure 2 Screen grabs from the recorded content.


The video recording is attached for convenience below.



Proposal
The contribution is provided for information in the RTC SWG to indicate the viability of V3C based conversational AR.
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