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Introduction
For the performance evaluation of UEs supporting first-order Ambisonics (FOA), an initial proposal was made in [1] within the work item ATIAS. Based on a defined multi-talker scenario and an AM-FM-modulated signal, the approach basically calculates the level of the corresponding spectral components of the four Ambisonics channels (W, X, Y, Z). However, as already indicated in [2], several details of this test method are still undefined.

In order to progress towards a well-defined test method for FOA-transmitted signals, the source investigated test signal, setup and analysis more in detail. A preliminary summary of the current findings is provided in the present document.

Test Signal
AM-FM-Modulated Signal
Clause 7.2.4 of Recommendation ITU-T P.501 [3] specifies the generation of amplitude-/frequency-modulated test signals, which consist of orthogonal frequency components from two talkers. This signal structure allows to analyze also the captured, processed and transmitted superposition of both talkers even in mono signals. The two signals are generated as follows:

n = 1,2,...
where 


In ITU-T P.501, the following parameters are defined in a frequency-independent manner:





The amplitudes  determine the level for each component and may be chosen according to the application. However, since multiple shaping filters are evaluated and acoustical calibration is applied for playback,  is set to 1.0 at this stage. The remaining parameters  and  describe center frequency and modulation bandwidth and are provided in ITU-T P.501 in tabular form.

NOTE 1:	These lists of frequencies and corresponding modulation bandwidths were arbitrarily determined to represent typical voiced parts of real speech. For this reason, the center frequencies are not evenly spaced (like e.g., as 1/3rd octaves).
In [1], it was only suggested to use center frequencies of 1/3rd octave bands for  (range: 250 Hz – 19 kHz), otherwise no parameters were provided.

NOTE 2:	The two test signals in ITU-T P.501 are specified in a range from 125 Hz up to 7 kHz (see Table 7-6) for wideband, super-wideband and fullband. These minimum/maximum frequencies are considered to be sufficient to model voiced parts of human speech.

Another important parameter of the AM-FM-signal generation is the modulation bandwidth , which approximately defines the bandwidth of each voiced component. In ITU-T P.501, these values are provided along with the center frequencies in Table 7-6. To determine arbitrary modulation bandwidths for different frequencies that are "compatible" (up to a certain degree) with ITU-T P.501, the tabular values are provided as a scatter plot in Figure 1. It can be observed that the parameter  linearly increases up to 2 kHz and then remains constant.
[image: ]
[bookmark: _Ref124411781]Figure 1: Modulation bandwidth vs frequency of ITU-T P.501
A linear regression with clipping according to equation 1 is applied to determine a frequency-dependent modulation bandwidth:
		(1)

[bookmark: _Ref127259907]Shaping Filter
To generate speech-like frequency characteristics of speech, ITU-T P.501 specifies a lowpass at 250 Hz that provides a slope of 5 dB per octave. The description in [1] suggests a slope of 3 dB/octave. Another reasonable shaping filter would be the average speech spectrum from ITU-T P.50 [4]. An upcoming update of ITU-T G.191 [5] will provide an implementation for frequencies up to 20 kHz. The three shaping filters are illustrated in Figure 2.
[image: ]
[bookmark: _Ref124351462]Figure 2: Possible shaping filters of test signal



Signal used in evaluation
For the current evaluation, the following parameters were chosen:
· , ,  (same as in ITU-T P.501)
· Interleaved 1/3rd octave bands as center frequencies, from 100 Hz to 14 kHz
· Duration: 8 s
· Shaping filters:
· Speech-like
· Low-pass at 250 Hz / 5 dB roll-off per octave (as per ITU-T P.501)
· Calibrated playback level (at MRP) was set to -1.7 dBPa according to ITU-T P.581 [6].
· Overall active speech level according to ITU-T P.56 [7]

The spectrum of the resulting signal is shown in Figure 3.
[image: ] 
[bookmark: _Ref124414443]Figure 3: Generated AM-FM-Signal for the current evaluation

Level measurement
In Tdoc [2], the question was raised how the separate levels for speakers A and B can be calculated from captured signals that contain the superposition of both spectrally orthogonal sources. The general approach is to consider only the frequency bins/bands of the corresponding talker/source and use these specific frequencies in the subsequent analysis (like e.g., frequency response, level calculation).
Beside several basis analysis parameters to be defined (e.g., FFT size, window, overlap and/or fraction of octave band analysis), there are two ways to determine these frequency bins/bands from the source spectra:

1.	Since the values of  and  should be known for talker A/B separately, the bins closest to ( are chosen. However, this requires providing the correct side-/metadata to the calculation method.
2.	The spectrum is analyzed with a peak-detection algorithm.

The identified frequency bins/bands can then be applied on the captured signals.
[bookmark: _Ref124349036]

Test Setup
Due to lack of real terminals supporting FOA encoding, a commercially available Ambisonics microphone was used as a device under test (DUT), which was connected via ASIO interface to the measurement equipment. Even though this microphone is not really a communication device, it is expected that the measurement and subsequent analysis should show clear results in terms of the level metrics. Figure 4 illustrates the difference between a test setup with a real terminal and with the dummy device.
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[bookmark: _Ref124501713]Figure 4: Test setup and signal processing with real and dummy DUT

The test setup and the considered talker positions are illustrated in Figure 5 in 3D view and in spherical coordinate system.
[image: ]
[bookmark: _Ref124418897]Figure 5: Measurement setup
Talkers A and B are represented by two head and torso simulators (HATS) according to ITU-T P.58 [8], which are positioned at distances 30 cm and 50 cm (MRP to acoustic center of DUT). For each of the six source positions (talker A), five counter-positions (talker B) including the swapped talker case (source position: talker B, counter-position: talker A) were measured, leading to 30 recordings per distance (including also opposite talkers on the same axis, like e.g., X1 and X2). In addition, concurrent as well as separated single talk were measured. To minimize the number of HATS repositions, the DUT was rotated accordingly (especially for positions in Z-direction).
The two HATS and the DUT/microphone were setup in a semi-anechoic test room that is typically used for terminal testing according to e.g., 3GPP TS 26.131/132 [9] [10], i.e., free-field conditions cannot be expected for frequencies lower than 275 Hz.
Analysis
Preprocessing
First, all recordings were compensated for the equipment delay of playback and record towards the source by means of a cross-correlation analysis according to the method used in TS 26.132 [10]. Each combination of source (2) and FOA channels (4) was evaluated individually, and the delay determined by the maximum of all 2x4=8 cross-correlation peaks was used for compensation.

As a next step, each FOA-recording was calibrated individually for the codec input. As each FOA-channel has a different level, a common calibration value for all channels was determined as the difference between the target level of -26 dBov and the maximum level of all channels. As expected, the maximum was located in the W-component in all cases. Active speech levels were calculated according to ITU-T P.56 [7].

To simulate the usage of an immersive codec, multi-mono EVS was applied on the calibrated signals. EVS codec parameters according to Table 1 were evaluated.

[bookmark: _Ref126837985]Table 1: Multi-mono EVS parameters investigated
	#
	Mode
	Bitrate (4x) [kbit/s]
	DTX

	1
	Uncoded

	2
	FB
	96.0
	Off

	3
	SWB
	24.4
	

	4
	SWB
	13.2
	

	5
	SWB
	9.6
	

	6
	WB
	24.4
	

	7
	WB
	13.2
	



Spectral analysis
The spectral analysis parameters as shown in Table 2 were chosen. The bandwidths of each AM-FM-component for energy integration was determined with a peak-finding algorithm, the values are provided in Table 3. To avoid transient effects of the FOA-decoder filter plugin and to skip possible pauses, the analysis was carried out only for the time range between 1.0 s to 7.0 s (6 s duration).

[bookmark: _Ref126773008]Table 2: Spectral analysis parameters
	Name
	Value

	FFT size
	65536

	Overlap
	50 %

	Window
	Hann

	Transformation
	1/24th octave bands



[bookmark: _Ref126777428]Table 3: Bandwidths for energy integration
	Center Frequency [Hz]
	Talker
	Freq. Start [Hz]
	Freq. Stop [Hz]
	Number of 1/24th octave bands

	100
	A
	92
	112
	8

	125
	B
	118
	140
	7

	160
	A
	150
	175
	6

	200
	B
	190
	218
	6

	250
	A
	237
	272
	6

	315
	B
	306
	345
	5

	400
	A
	388
	424
	4

	500
	B
	487
	529
	4

	630
	A
	612
	669
	4

	800
	B
	776
	849
	4

	1000
	A
	974
	1058
	4

	1250
	B
	1216
	1323
	4

	1600
	A
	1547
	1697
	4

	2000
	B
	1948
	2117
	4

	2500
	A
	2432
	2646
	4

	3150
	B
	3150
	3344
	3

	4000
	A
	3882
	4120
	3

	5000
	B
	5000
	5144
	2

	6300
	A
	6300
	6491
	2

	8000
	B
	8000
	8239
	2

	10000
	A
	10000
	10287
	2

	12500
	B
	12500
	12859
	2



Level metrics
For each combination of talker positions, the following level difference metrics (in dB) as proposed in [1] were calculated based on the results of the spectral analysis:

NA/B: Quantifies the difference of signal energy between main component (X/Y/Z direction) of talker A/B and the main component of talker B/A (expected to be a large value).
MA/B: Quantifies the absolute difference of signal energy between omni-directional component (W) of talker A/B and the main component of talker A/B.
P: Quantifies the absolute difference of signal energy between omni-directional component of talker A/B and the omni-directional component of talker B/A (expected to be close to zero).





Measurement Results
After post-screening of the measurement data, several recordings had to be discarded for the analysis. In the following, only pairs of recordings were considered for which corresponding counter-position is available (e.g., for A=X1 / B=Y2, A=Y2 / B=X1 must be available).

The level metrics for uncoded FOA signals are provided in Table 4. Observations:
-	Values for NA/NB are as expected (> 14-15 dB)
-	Values for NB are slightly, but consistently lower than for NA.
-	Values for NA/NB are 3-4 dB lower for 50 cm distance compared to 30 cm
-	Shaping filter does not have much impact on the overall result (< 0.6 dB)
-	Values for P are as expected 
-	Values for MA/MB are in a somewhat "average" range (~4-7 dB), difficult to specify a possible limit?

[bookmark: _Ref126774181]Table 4: Averaged results for uncoded signals
	Distance [cm]
	30
	50

	Talker
Positions
	
	NA
	NB
	MA
	MB
	P
	NA
	NB
	MA
	MB
	P

	
	Shape
	
	
	
	
	
	
	
	
	
	

	X1
	Y1
	Lowpass
	18.7
	17.7
	5.1
	2.7
	2.1
	15.9
	15.5
	6.9
	4.5
	2.3

	
	
	Speech
	18.2
	17.3
	4.7
	3.0
	1.9
	16.0
	15.5
	5.5
	4.5
	1.4

	X2
	Y2
	Lowpass
	19.6
	18.2
	4.9
	2.6
	2.1
	15.3
	14.1
	7.0
	4.6
	2.3

	
	
	Speech
	19.1
	18.2
	4.6
	2.8
	1.9
	15.8
	14.5
	5.5
	4.6
	1.4

	Y1
	Z1
	Lowpass
	18.5
	18.0
	5.6
	3.3
	2.1
	15.2
	14.7
	7.5
	5.2
	2.3

	
	
	Speech
	18.3
	17.9
	5.2
	3.5
	1.8
	16.4
	15.1
	6.1
	5.0
	1.4

	Y2
	Z2
	Lowpass
	19.6
	18.2
	4.9
	2.6
	2.1
	15.3
	14.1
	7.0
	4.6
	2.3

	
	
	Speech
	19.1
	18.2
	4.6
	2.8
	1.9
	15.8
	14.4
	5.6
	4.5
	1.4



For sake of simplicity, analysis results for coded signals in Table 5 are provided only for speech-like shaped source signals. It can be observed that in all cases the multi-mono EVS codec does not have any impact on the level metrics, even for lower bitrates like e.g., EVS-SWB at 9.6 kbit/s or for lower bandwidths like e.g., EVS-WB at medium/high bitrates.



[bookmark: _Ref126858545]Table 5: Averaged results for coded signals
	
	
	Distance [cm]
	30
	50

	
	
	 
	NA
	NB
	MA
	MB
	P
	NA
	NB
	MA
	MB
	P

	Talker
Positions
	Codec
	
	
	
	
	
	
	
	
	
	

	X1
	Y1
	None
	18.2
	17.3
	4.7
	3.0
	1.8
	16.0
	15.5
	5.5
	4.4
	1.4

	
	
	EVS-FB@128.0
	18.2
	17.2
	4.6
	3.0
	1.8
	16.0
	15.6
	5.5
	4.4
	1.4

	
	
	EVS-SWB@24.4
	18.6
	18.1
	5.1
	2.8
	2.0
	16.2
	16.4
	5.9
	4.4
	1.4

	
	
	EVS-SWB@13.2
	19.5
	15.4
	4.7
	2.0
	1.9
	18.2
	17.2
	5.5
	4.0
	1.4

	
	
	EVS-SWB@9.6
	20.0
	17.6
	5.0
	3.0
	2.0
	18.6
	17.2
	6.0
	4.6
	1.4

	
	
	EVS-WB@24.4
	18.8
	18.1
	5.1
	3.0
	1.8
	16.5
	16.4
	6.0
	4.6
	1.4

	
	
	EVS-WB@13.2
	19.7
	17.8
	5.1
	3.0
	1.8
	16.8
	16.6
	6.1
	4.6
	1.5

	X2
	Y2
	None
	19.0
	18.2
	4.6
	2.8
	1.8
	15.8
	14.4
	5.5
	4.6
	1.4

	
	
	EVS-FB@128.0
	19.0
	18.2
	4.6
	2.8
	1.8
	15.8
	14.4
	5.6
	4.6
	1.4

	
	
	EVS-SWB@24.4
	18.4
	18.6
	4.9
	2.7
	1.9
	16.2
	15.4
	6.0
	4.5
	1.4

	
	
	EVS-SWB@13.2
	19.4
	15.0
	4.6
	1.8
	2.0
	18.2
	15.2
	5.6
	3.9
	1.5

	
	
	EVS-SWB@9.6
	21.2
	17.8
	4.6
	2.7
	1.8
	18.8
	15.5
	5.8
	4.8
	1.4

	
	
	EVS-WB@24.4
	19.6
	18.8
	5.1
	2.8
	1.8
	16.6
	15.4
	6.0
	4.6
	1.4

	
	
	EVS-WB@13.2
	20.6
	18.5
	5.2
	2.8
	1.8
	16.9
	15.4
	6.2
	4.6
	1.5

	Y1
	Z1
	None
	18.2
	17.9
	5.2
	3.4
	1.8
	16.4
	15.0
	6.1
	5.0
	1.4

	
	
	EVS-FB@128.0
	18.2
	17.9
	5.2
	3.4
	1.8
	16.4
	15.0
	6.1
	5.0
	1.4

	
	
	EVS-SWB@24.4
	18.0
	18.7
	5.5
	3.2
	2.0
	17.6
	16.0
	6.4
	5.0
	1.4

	
	
	EVS-SWB@13.2
	19.1
	15.5
	5.4
	2.4
	2.0
	18.2
	15.3
	6.2
	4.7
	1.4

	
	
	EVS-SWB@9.6
	20.6
	18.6
	5.4
	3.5
	1.8
	19.2
	16.5
	6.6
	5.2
	1.5

	
	
	EVS-WB@24.4
	18.8
	18.9
	5.6
	3.5
	1.8
	17.6
	15.9
	6.6
	5.2
	1.4

	
	
	EVS-WB@13.2
	19.4
	18.6
	5.6
	3.4
	1.8
	18.2
	16.0
	6.4
	5.2
	1.4

	Y2
	Z2
	None
	19.0
	18.2
	4.6
	2.8
	1.8
	15.8
	14.4
	5.6
	4.5
	1.4

	
	
	EVS-FB@128.0
	19.0
	18.2
	4.6
	2.8
	1.8
	15.8
	14.4
	5.5
	4.5
	1.4

	
	
	EVS-SWB@24.4
	18.5
	18.6
	5.0
	2.6
	2.0
	16.2
	15.3
	5.8
	4.4
	1.3

	
	
	EVS-SWB@13.2
	19.4
	15.0
	4.7
	1.8
	2.0
	18.1
	15.1
	5.4
	3.8
	1.5

	
	
	EVS-SWB@9.6
	21.0
	18.0
	4.7
	2.6
	1.8
	18.6
	15.8
	5.9
	4.8
	1.4

	
	
	EVS-WB@24.4
	19.6
	18.6
	5.2
	2.8
	1.8
	16.6
	15.3
	6.0
	4.6
	1.4

	
	
	EVS-WB@13.2
	20.7
	18.4
	5.2
	2.8
	1.9
	16.7
	15.4
	6.0
	4.6
	1.5





However, when investigating the resulting spectra in more detail, in some cases processing artifacts of the EVS-SWB-codec at lower bitrates were observed. Figure 6 illustrates this with an example (A=X1, B=Y1, speech-shaped source signals, distance 30 cm), comparing uncoded, EVS-SWB at 9.6/13.2 kbit/s and EVS-WB at 24.4 kbit/s:

-	EVS-SWB at 13.2 kbit/s: encoding/decoding of W-component seems to have an issue, AM-FM-components > 7 kHz are "scrambled/noisy".
-	EVS-SWB at 9.6/ kbit/s: encoding/decoding of all components seem to work even better than for 13.2 kbit/s, but the "scrambling" of higher frequencies starts already at ~5 kHz.

Even though these artifacts would most likely lead to a highly degraded signal when e.g., rendered to binaural or an immersive playback system, these observations might be irrelevant for the upcoming IVAS codec. On the other hand, it should be possible that such highly distorted FOA-signals can be detected by the level metrics of the test method (at least up to a certain degree – the current numbers do not indicate an issue at all here!).

[image: ]
[bookmark: _Ref126931411]Figure 6: Spectral comparison between different codec settings



Conclusion
The initial proposal [1] for a performance evaluation of UEs providing encoded FOA output was reviewed, and several missing parameters were investigated in more detail. For the measurement series, one set of parameters was chosen to generate a test signal with properties that are close to ITU-T P.501 as well as to the initial proposal in [1]. The source offers to share the source signals and the configurable scripts for the generation with interested parties upon request.

An initial measurement series was conducted with a commercially available Ambisonics microphone and subsequent offline processing as a device under test. The level-based analyses of the recordings were conducted according to the proposals made in [1].

However, the currently discussed metrics might not cover all aspects to adequately evaluate the quality of an encoded/decoded FOA-signal; level metrics should be able to detect also highly distorted signals. One possibility could be to investigate the Signal-to-Interference Ratio (SIR) in each frequency band, i.e., measuring desired vs. unwanted component individually (and then aggregating them vs. frequency). In addition, also other analyses like e.g., overall/per talker frequency response can be carried out with the additionally available recordings.
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