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Introduction
Augmented Reality (AR) and Mixed Reality (MR) promise to provide new experiences for immersive media services. The form factors of the devices for these services are typically not expected to deviate significantly from those of typical glasses, resulting in less physical space for the various required components such as sensors, circuit boards, antennas, cameras, and batteries, when compared with typical smartphones. Such physical limitations also reduce the media processing and communication capabilities that may be supported by AR/MR devices, in some cases requiring the devices to offload certain processing functions to a tethered device and/or a server.
This report addresses the integration of such new devices into 5G system networks and identifies potential needs for specifications to support AR glasses and AR/MR experiences in 5G.
The focus of this document is on general system aspects, especially targeting visual rendering on glasses, and may not be equally balanced or equally precise on all media types (e.g. on haptics, GPUs, audio). For example, extrapolations on architectural aspects derived for primarily visual media pipelines to audio pipelines may require confirmation based on further study.




[bookmark: _Toc67919022][bookmark: _Toc96460006]4.2.1	Device Functions
AR glasses contain various functions that are used to support a variety of different AR services as highlighted by the different use cases in clause 5. AR devices share some common functionalities to create AR/XR experiences. Figure 4.2.1-1 provides a basic overview of the relevant functions of an AR device.
The primary defined functions are
-	AR/MR Application: a software application that integrates audio-visual content into the user’s real-world environment. 
-	AR Runtime: a set of functions that interface with a platform to perform commonly required operations such as accessing controller/peripheral state, getting current and/or predicted tracking positions, general spatial computing, and submitting rendered frames to the display processing unit. 
-	Media Access Function: A set of functions that enables access to media and other AR related data that is needed in the scene manager or AR Runtime in order to provide an AR experience. In the context of this report, the Media Access function typically uses 5G system functionalities to access media.
-	Peripherals: The collection of sensors, cameras, displays and other functionalities on the device that provide a physical connection to the environment.
-	Scene Manager: a set of functions that supports the application in arranging the logical and spatial representation of a multisensorial scene based on support from the AR Runtime.


Figure 4.2.1-1: 5G AR Device Functions
NOTE:	Microphones are not shown in Figure 4.2.1-1. This figure is focusing on the receiving side of an AR device; in conversational use cases, microphones are also present on the device.
The various functions that are essential for enabling AR glass-related services within an AR device functional structure include:
a)	Tracking and sensing (assigned to the AR Runtime)
-	Inside-out tracking for 6DoF user position
-	Eye Tracking
-	Hand Tracking
-	Sensors
b)	Capturing (assigned to the peripherals)
-	Vision camera: capturing (in addition to tracking and sensing) of the user’s surroundings for vision related functions
-	Media camera: capturing of scenes or objects for media data generation where required
NOTE:	Vision and media camera logical functions may be mapped to the same physical camera, or to separate cameras. Camera devices may also be attached to other device hardware (AR glasses or smartphone), or exist as a separate external device.
-	Microphones: capturing of audio sources including environmental audio sources as well as users’ voice.
c)	AR Runtime functions
-	XR Spatial Compute: AR functions which process sensor data to generate information about the world 3D space surrounding the AR user. It includes functions such as SLAM for spatial mapping (creating a map of the surrounding area) and localization (establishing the position of users and objects within that space), 3D reconstruction and semantic perception.
-	Pose corrector: function for pose correction that helps stabilise AR media when the user moves. Typically, this is done by asynchronous time warping (ATW) or late stage reprojection (LSR).
-	Semantic perception: process of converting signals captured on the AR glass into semantical concepts. Typically uses some sort of Artificial Intelligence (AI) and/or Machine Learning (ML). Examples include object recognition, object classification, etc.
d)	Scene Manager
-	Scene graph handler: a function that supports the management of a scene graph that represents an object-based hierarchy of the geometry of a scene and permits interaction with the scene.
-	Compositor: compositing layers of images at different levels of depth for presentation
-	Immersive media renderer: the generation of one (monoscopic displays) or two (stereoscopic displays) eye buffers from the visual content, typically using GPUs.  Rendering operations may be different depending on the rendering pipeline of the media, and may include audio, 2D or 3D visual/audio rendering, as well as pose correction functionalities. The immersive media renderer aAlso includes rendering of other senses such as audio or haptics.
e)	Media Access Function includes
-	Tethering and network interfaces for AR/MR immersive content delivery
>	The AR glasses may be tethered through non-5G connectivity (wired, WiFi)
>	The AR glasses may be tethered through 5G connectivity
>	The AR glasses may be tethered through different flavours of 5G connectivity
-	Content Delivery: Connectivity and protocol framework to deliver the content and provide functionalities such as synchronization, encapsulation, loss and jitter management, bandwidth management, etc.
-	Digital representation and delivery of scene graphs and XR Spatial Descriptions
-	Codecs to compress the media provided in the scene.
>	2D media codecs
>	Immersive media decoders: media decoders to decode compressed immersive media as inputs to the immersive media renderer.  Immersive media decoders include both 2D and 3D visual media and mono, stereo and/or spatial /audio media decoder functionalities.
>	Immersive media encoders: encoders providing compressed versions of visual/audio immersive media data.
-	Media Session Handler: A service on the device that connects to 5G System Network functions, typically AFs, in order to support the delivery and QoS requirements for the media delivery. This may include prioritization, QoS requests, edge capability discovery, etc.
-	Other media-delivery related functions such as security, encryption, etc.
f)	Physical Rendering (assigned to the peripherals)
-	Display: Optical see-through displays allow the user to see the real world “directly” (through a set of optical elements though). AR displays add virtual content by adding additional light on top of the light coming in from the real-world.	
-	Speakers: Speakers that allow to render the audio content to provide an immersive experience. A typical physical implementation are headphones.
g)	AR/MR Application with additional unassigned functions
-	An application that makes use of the AR and MR functionalities on the device and the network to provide an AR/MR user experience.





[bookmark: _Toc67919023][bookmark: _Toc96460007]4.2.2	Generic reference device functional structure device types
[bookmark: _Toc67919024][bookmark: _Toc96460008]4.2.2.1	Overview
In TR 26.928, clause 4.8, different AR and VR device types had been introduced. This clause provides an update and refinement in particular for AR devices. The focus in this clause mostly on functional components and not on physical implementation of the glass/HMD. Also, in this context the device is viewed as a UE, i.e. which functions are included in the UE.
A summary of the different device types is provided in Table 4.2.2.1-1. The table also covers:
-	how the devices are connected to get access to information, 
-	where the 5G Uu modem is expected to be placed,
-	where the AR Runtime (as specified in 4.2.1) is placed,
-	where the Scene Manager (as specified in 4.2.1) is placed,
-	where the AR/MR application is running,
-	where the power supply/battery is placed.
Examples for current AR devices with assigned properties are for example provided in [49]. For all glass device types, it is assumed that sensors, cameras and microphones are on the device. 
The definition for Split AR/MR in Table 4.2.2.1-1 is as follows:
-	Split: the tethered device (phone/puck) or external entity (cloud/edge) does some power-intense processing (e.g., a pre-rendering of the viewport based on sensor and pose information), and the AR/MR device and/or tethered device performs post-processing considering the latest sensor information (e.g. warping to apply pose correction). Different degrees of split workflow exist, between different devices and entities. Similarly, vision engine functionalities and other AR/MR functions (such as AR/MR media reconstruction, encoding and decoding) may be subject to split computation.
Table 4.2.2.1-1: 5G Augmented Reality device types
	Device Type Name
	Reference
	Tethering
	5G Uu Modem
	AR Runtime
	Scene Manager
	AR/MR Application
	Power Supply

	5G Standalone AR UE
	1: STAR
	N/A
	Glass
	Glass
	Glass/Split 1)
	Glass
	Glass

	[bookmark: _Hlk63672024]5G EDGe-Dependent AR UE
	2: EDGAR
	N/A
	Glass
	Glass/Split 1)
	Split 1)
	Split
	Glass

	5G WireLess Tethered AR UE
	3: WLAR
	802.11ad, 5G sidelink, etc.
	Tethered device
	Glass
	Split 2)
	Tethered device
	Glass

	5G Wired Tethered AR UE 3)
	4: WTAR
	USB-C
	Tethered device
	Tethered device
	Split 2)
	Tethered device
	Tethered device

	1) Cloud/Edge
2) Phone/Puck and/or Cloud/Edge
3) Not considered in this document



The Wired Tethered AR UE device type is for reference purposes only and not considered in this document as it is not included as part of the study item objectives. 
Generally, the STAR and WLAR device according to Table 4.2.2.1-1 are expected to have similar functionalities from a 5G System perspective.
Based on this, the focus is on three main different device types in the remainder of this document following the rows 1 to 3 in Table 4.2.2.1-1.
[bookmark: _Toc67919025][bookmark: _Toc96460009]4.2.2.2	Type 1: 5G STandalone AR (STAR) UE
Figure 4.2.2.2-1 provides a functional structure for Type 1: 5G STandalone AR (STAR) UE.


Figure 4.2.2.2-1: Functional structure for Type 1: 5G STandalone AR (STAR) UE
NOTE:	Microphones are not shown in Figure 4.2.2.2-1, the focus is on the receiving side of an AR UE.
Main characteristics of Type 1: 5G STandalone AR (STAR) UE:
-	The STAR UE is a regular 5G UE. 5G connectivity is provided through an embedded 5G modem.
-	The AR Runtime is local and uses input from sensors, audio inputs or video inputs. XR Spatial Compute is primarily local, but may access or share information on the network.
-	The AR Scene Manager is local and provides immersive rendering capabilities. Support of compute on the network may be provided, but scenes may typically be composed on the UE. 
-	The AR/MR application is resident on the device.
-	An AR/MR application provider is providing a service and the service may be supported/assisted by network-based AR functions and rendering.
-	Due to the amount of processing required, such devices are likely to require a higher power consumption in comparison to the other device types.
-	As the device includes all UE functionalities, the application resides and pre-dominantly is executed on the device and all essential AR/MR functions are available for typical media processing use cases, the device referred to as STandalone AR (STAR) UE.
-	Media Access Functions are provided that support the delivery of media content components over the 5G system. For details refer to clause 4.2.6. 
-	The application may also communicate though the 5G System using a dedicated interface.
[bookmark: _Toc67919026][bookmark: _Toc96460010]4.2.2.3	Type 2: 5G EDGe-Dependent AR (EDGAR) UE
Figure 4.2.2.3-1 provides a functional structure for Type 2: 5G EDGe-Dependent AR (EDGAR) UE.


Figure 4.2.2.3-1: Functional structure for Type 2: 5G EDGe-Dependent AR (EDGAR) UE
NOTE:	Microphones are not shown in Figure 4.2.2.3-1, the focus is on the receiving side of an AR UE.
Main characteristics of Type 2: 5G EDGe-Dependent AR (EDGAR) UE:
-	The 5G EDGAR UE is a regular 5G UE. 5G connectivity is provided through an embedded 5G modem and 5G System components.
-	The AR Runtime is local and uses data from sensors, audio inputs or video inputs. The AR Runtime, in particular the XR Spatial Compute, may be assisted by the cloud/edge application for example spatial localization and mapping provided by a spatial computing service.
-	Media processing is local, the device needs to embed all media codecs required for decoding pre-rendered 2D view.
-	A Lightweight Scene Manager is local to the AR/MR device, but the main scene management and composition is done on the cloud/edge. A scene description is generated and exchanged to establish the split work flow.
-	The main AR/MR application resides on the cloud/edge, but a basic application functionality is on the UE to support regular UE functionalities and launching services and applications.
-	Power consumption on such glasses must be low enough to fit the form factors. Heat dissipation is essential.
-	Media Access Functions are provided that support the delivery of media content components over the 5G system, in particular cloud and split rendering supporting functions. Media Access Functions are divided in control on M5 (Media Session Handler and Media AF) and user data on M4 (Media Client and Media Application Server). Detailed requirements are for study in this report.
-	While the EDGAR UE may have additional functionalities, for example those available in a STAR UE, generally for media centric or compute heavy use cases processing needs to be supported by the edge, hence referred to as EDGe-Dependent AR (EDGAR) UE.
-	The application may also communicate though the 5G System using a dedicated interface.
[bookmark: _Toc67919027][bookmark: _Toc96460011]4.2.2.4	Type 3: 5G WireLess Tethered AR UE
This clause introduces the 5G WireLess Tethered AR UE. Two sub-types are differentiated:
· Split Rendering WLAR UE. In this case the 5G phone that includes the modem also acts to support rendering of complex scenes and provides the pre-rendered data to the glass
· Relay WLAR UE: In this case, the 5G phone acts as a relay to provide IP connectivity.
Figure 4.2.2.4-1 provides a functional structure for Type 3a: 5G Split Rendering WireLess Tethered AR UE. 


Figure 4.2.2.4-1: Functional structure for Type 3a: 5G Split Rendering WireLess Tethered AR UE
NOTE:	Microphones are not shown in Figure 4.2.2.4-1, the focus is on the receiving side of an AR UE.
Main characteristics of Type 3a: 5G Split Rendering WireLess Tethered AR UE:
-	5G connectivity is provided through a tethered device which embeds the 5G modem. Wireless tethered connectivity is provided through WiFi or 5G sidelink. BLE (Bluetooth Low Energy) connectivity may be used for audio. The motion-to-render-to-photon loop runs from the glass to the phone. While the connectivity is outside of the 5G Uu domain, it is still expected that for proper performance when used for split rendering, a stable and constant delay link may be setup on the tethered connection.
-	The AR Runtime is local and uses from sensors, audio inputs or video inputs, but may be assisted by functionalities on phone. 
-	While media processing (for 2D media) may be done on the AR glasses, energy intensive AR/MR media processing may be done on the AR/MR tethered device or split.
-	Some devices might have limited support for immersive media decoding and rendering and may need to rely on 5G cloud/edge
-	While such devices are likely to use significantly less processing than Type 1: 5G STAR devices by making use of the processing capabilities of the tethered device, they still support a lot of local media and AR/MR processing. Such devices are expected to provide 8-10h of battery life while keeping a significantly low weight.
-	The tethered glass itself is not a regular 5G UE, but the combination of the glass and the phone results in a regular 5G UE.
-	Media Access Functions are provided that support the delivery of media content components over the 5G system. Examples of the Media Access Functions are 5GMS functions, MTSI functions, web-connectivity or edge-related client functions. Detailed requirements are for study in this report.
Figure 4.2.2.4-2 provides a functional structure for Type 3b: 5G Relay WireLess Tethered AR UE.


Figure 4.2.2.4-2: Functional structure for Type 3b: 5G Relay WireLess Tethered AR UE
NOTE:	Microphones are not shown in Figure 4.2.2.4-2, the focus is on the receiving side of an AR UE.
Main characteristics of Type 3b: 5G Relay WireLess Tethered AR UE:
-	5G connectivity is provided through a tethered device which embeds the 5G modem. Wireless tethered connectivity is through WiFi or 5G sidelink. BLE (Bluetooth Low Energy) connectivity may be used for audio.
-	The 5G Phone acts as a relay to forward IP packets. The 5G Phone runs a Media Session Handler including EDGE functionalities to support QoS control on the 5G System. To support proper end-to-end QoS, the media session handling needs to take into account the constraints of the tethering link to provide sufficient QoS on the 5G System link to provide adequate QoE for the end user. Details on the exact function of the relay, for example of it is on IP layer (layer 3) or on lower layer is for further study.
-	Media Access functions are provided on the glass device to support the delivery of media content components over the 5G and wireless tethered link.
-	The motion-to-render-to-photon loop runs from the glass to the edge and hence includes in total 4 wireless links. It is expected that for proper performance when used for split rendering, a stable and constant delay end to end link needs to be setup.
-	The AR Runtime is local and uses from sensors, audio inputs or video inputs, but may be assisted by functionalities on phone. 
-	Media Processing is either done on the glass device or it is split with the network. In particular, relevant is that many devices have limited support for immersive media decoding and rendering and may need to rely on 5G cloud/edge.
-	While such devices are likely to use significantly less processing than Type 1: 5G STAR devices by making use of the processing capabilities of the tethered device, they still support a lot of local media and AR/MR processing. Such devices are expected to provide 8-10h of battery life while keeping a significantly low weight.
-	The tethered glass itself is not a regular 5G UE, but the combination of the glass and the phone results in a regular 5G UE.
-	For services with low latency requirements, such as MTSI or those provided by FLUS, it may be necessary to take the status of wireless connectivity into account when configuring the services, such that the link between AR glass and 5G phone is not overly loaded. Although some work on the convergence of different acces networks is defined in [3], the coordination of the operation of Uu and wireless connectivity in such services is FFS.
A key challenge for WLAR and WTAR UEs is to properly estimate the required QoS allocations for the AR sessions. The QoS allocation must take into account the wireless/wired tethering link from the glass to the UE. This applies to all QoS parameters, namely bitrate, packet loss, delay, and jitter. The following diagram depicts a breakdown of the components contributing to the end-to-end delay as an example:

Figure 4.2.2.4-3: End-to-end delay breakdown to components
For a smooth operation of the AR session, the UE must estimate the impact of the tethering link on the overal QoS requirements. This corresponds to the Dn,1 component in the example figure. The MSH on the UE is the best entity to perform such estimates, which it may do by:
-	Running some measurement tests for latency, packet loss, and bitrate
-	Exchanging information with the radio and/or AF on the QoS policy
The MSH may regularly adjust its QoS allocation based on the observation of the status of the tethering link, thus targeting a consistent end-to-end QoS experience.
[bookmark: _Toc96460038][bookmark: _Toc67919029]


4.5.2	Updated KPIs for AR
In TR 26.928 [2], some high-level statements on experience KPIs for AR are provided. To achieve Presence in Augmented Reality, seamless integration of virtual content and physical environment is required. Like in VR, the virtual content has to align with user's expectations. For truly immersive AR and in particular MR, it is expected that users cannot discern virtual objects from real objects.
Also relevant for VR and AR, but in particular AR, is not only the awareness for the user for the environment. This includes, safe zone discovery, dynamic obstacle warning, geometric and semantic environment parsing, environmental lighting and world mapping.
Based on updated information, Table 4.6.2-1 provides new KPIs with focus on AR and in particular glasses. For some background and additional details refer for example to [10], [11], [49], [50], and [51]. 
Table 4.5.2-1 Updated KPIs from based on TR 26.928 with focus on AR glasses
	Feature
	KPIs for AR glasses

	Tracking

	Freedom Tracking
	6DoF

	Translational Tracking Accuracy
	Sub-centimeter accuracy - tracking accuracy of less than a centimeter

	Rotational Tracking Accuracy
	Quarter-degree-accurate rotation tracking is desired

	AR tracking space
	In AR, the tracking space is theoretically unlimited. However, when moving, tracking accuracy may not be assured beyond a certain level of space or trajectory distance. SLAM based methods quickly introduce a large drift in large scale mapping. To correct the scaling issues, a loop closure technique [12] needs to be applied in order to continuously harmonize the local coordinate systems with global ones.

	World-scale experience
	World-scale experiences that let users wander beyond
- orientation-only or seated-scale experiences
- standing-scale or room-scale experiences
To build a world-scale experience, techniques beyond those used for room-scale experiences, namely creating an absolute room-scale coordinate system that is continuously registered with the world coordinate system, typically requiring dynamic sensor-driven understanding of the world, continuously adjusting its knowledge over time of the user's surroundings.

	Tracking frequency
	At least 1000 Hz

	Latency (for more details refer to clause 4.5.3)

	Motion-to-sound latency
	Less than 50 ms, see TR 26.918.

	Mmotion-to-photon latency
	Less than 20 ms, and preferably even sub 10ms for AR as you may observe movement against the real world.

	Ppose-to-render-to-photon latency
	50-60ms for render to photon is desired in order to avoid wrongly rendered content with late warping applied.

	Video Rendering and Display

	Persistence – Duty time
	Turn pixels on and off every 2 - 4 ms to avoid smearing / motion blur

	Display refresh rate
	60 Hz minimum
90 Hz acceptable
120 Hz and beyond desired 
240 Hz would allow always on display at 4ms

	Colour
	RGB colours
Accurate colours independent of viewpoint.

	Spatial Resolution per eye
	for 30 x 20 degrees
   - 1.5K by 1K per eye is required 
   - 1.8K by 1.2K per eye is desired
for 40 x 40 degrees
   -  2K by 2K required
   -  2.5 K by 2.5 K desired
ultimate goal for display resolution is reaching or going slightly beyond the human vision limit of roughly one arcmin (1/60°)

	Content frame rates
	Preferably matching the display refresh rate for lowest latency
Lower frame rates for example 60 fps or 90 fps may be used but add to overall end to end delay.

	Brightness
	200-500 nits for indoor
Up to 2K for state-of-the-art devices in 2021 [49]
10K to 100K nits for full outdoor experiences

	Optics

	Field of View
	Augmentable FoV
· typically, 30 by 20 degrees FoV acceptable
· 40 by 40 degrees desired
maximize the non-obscured field of view 

	Eye Relief
	the minimum and maximum eye-lens distance wherein a comfortable image can be viewed through the lenses.
at least 10mm, ideally rather 20mm

	Calibration
	correction for distortion and chromatic aberration that exactly matches the lens characteristics

	Depth Perception
	Avoid vergence and accommodation conflict (VAC) for accommodation being different for the real and virtual object 

	Physics

	Maximum Available Power
	AR Glass: below 1 W, typically 500mW
For less design-oriented devices, additional power may be available.

	Maximum Weight
	AR Glass: around 70g. However, if the weight is well distributed, several hundred grams may be acceptable.





[bookmark: _Toc67919042][bookmark: _Toc96460061]6.2.3.1	STAR-based

Figure 6.2.3.1-1 provides a basic extension of 5G Media Streaming for immersive media downlink using a STAR UE, when all essential AR/MR functions in a UE are available for typical media processing use cases.  In addition to media delivery, also scene description data delivery is included. 
[bookmark: _Toc67919043]Figure 6.2.3.1-1: STAR-based 5GMS Downlink Architecture
[bookmark: _Toc96460062]NOTE:	Microphones are not shown in Figure 6.2.3.1-1, the focus is on the receiving side of an AR UE.




6.2.3.2	EDGAR-based
Figure 6.2.3.2-1 provides a basic extension of 5G Media Streaming download for immersive media using an EDGAR UE. In this context, it is expected that the edge will pre-render the media based on pose and interaction information received from the 5G EDGAR UE. It is also highlighted, that the 5G EDGAR UE may consume the same media assets from an immersive media server as the STAR UE according to Figure 6.2.3.1-1, but the communication of the edge server to this immersive server is outside of the considered 5G Media Streaming architecture.  

Figure 6.2.3.2-1: EDGAR-based 5GMS Downlink Architecture
[bookmark: _Toc67919044][bookmark: _Toc96460063]NOTE:	Microphones are not shown in Figure 6.2.3.2-1, the focus is on the receiving side of an AR UE.




[bookmark: _Toc96460067][bookmark: _Toc67919048]6.2.6	KPIs and QoS
The above scenarios relate to the following cases in TR 26.928 [2], clause 6. In particular:
-	For STAR: 
>	Viewport-independent streaming based on clause 6.2.2 as defined TR 26.928 [2],
>	Viewport-dependent streaming based on clause 6.2.3 as defined TR 26.928 [2],
-	For EDGAR:
>	Raster-based split rendering based on clause 6.2.5 as defined TR 26.928 [2].
For STAR-based devices and viewport-independent streaming, processing of updated pose information is only done locally in the XR device. Delivery latency requirements are independent of the motion-to-photon latency. Initial considerations on QoE parameters are provided in TR 26.928 [2], clause 6.2.2.5. The XR media delivery are typically built based on download or adaptive streaming such as DASH such that one may adjust quality to the available bitrate to a large extent. Compared to the viewport independent delivery, for viewport dependent streaming, updated tracking and sensor information impacts the network interactivity. Typically, due to updated pose information, HTTP/TCP level information and responses are exchanged every 100-200ms. For more details, refer to clause 6.2.3 as defined TR 26.928 [2]. Such approaches may reduce the required bitrate compared to viewport independent streaming by a factor of 2 to 4 at the same rendered quality. It is important to note that viewport-dependent streaming technologies are typically also built based on adaptive streaming allowing to adjust quality to the available bitrate. The knowledge of tracking information in the XR Delivery receiver just adds another adaptation parameter. However, generally such systems may be flexibly designed taking into account a combination/tradeoff of bitrates, latencies, complexity and quality. Suitable 5QI values for adaptive streaming over HTTP are 6, 8, or 9 as defined in TS 23.501 [55], clause 5.7.4 and also indicated in clause 4.3.3 of TR 26.928 [2]. 
For EDGAR-based devices, raster-based split rendering based on clause 6.2.5 as defined TR 26.928 [2] applies. With the use of pose corrections, the key latency for the network is the motion-to-render-to-photon delay as introduced in clause 4.5.2 and 4.5.3, i.e. the end-to-end latency between the user motion and the rendering is 50-60ms. The formats are defined in clause 4.5.2 as follows
-	for 30 x 20 degrees, 1.5K by 1K per eye is required and 1.8K by 1.2K per eye is desired
-	for 40 x 40 degrees, 2K by 2K required and 2.5 K by 2.5 K desired
Colours are typically RGB but may be converted to YUV.  Framerates are typically 60fps to 90fps. The above formats result in typically in maximum 4K content at 60 fps. Modern compression tools compress this to 30 to 50 Mbit/s. Regular sStereo audio signals are considered, requiring bitrates that are negligible compared to the video signals. In order to support warping and late stage reprojection, some depth information may be added. For communication a real-time capable content delivery protocol is needed, and the network needs provide reliable delivery mechanisms. 5QI values exist that may address the use case, such 5QI value number 80 with 10ms, however this is part of the non-GBR bearers (see clause). In addition, it is unclear whether the 10ms with such high bitrates and low required error rates may be too stringent and resource consuming. 
Hence, for simple split rendering in the context of the requirements in this clause, suitable 5QIs 89 and 90 have been defined in Rel-17 in TS 23.501 in Rel-17 addressing the latency requirements in the range of 10-20ms and bitrate guarantees to be able to stream up to 50 Mbps consistently. Significant opportunities exist to support split rendering with advanced radio tools, see for example TR 26.926 [48] for performance evaluation. 
The uplink is predominantly the pose information. Data rates are several 100 kbit/s and the latency need to be small in order to not add to the overall target latency. Suitable 5QIs 87 and 88 have been defined in Rel-17 in TS 23.501 to stream uplink pose information.



[bookmark: _Toc67919052][bookmark: _Toc96460072]6.3.3	Architectures
[bookmark: _Toc67919053][bookmark: _Toc96460073]6.3.3.1	STAR-based
Figure 6.3.3.1-1 provides an architecture for immersive interactive media distribution using a STAR UE.

 
Figure 6.3.3.1-1: STAR-based 5G interactive immersive service architecture
NOTE:	Microphones are not shown in Figure 6.3.3.1-1, the focus is on the receiving side of an AR UE.
[bookmark: _Toc67919054][bookmark: _Toc96460074]6.3.3.2	EDGAR-based
Figure 6.3.3.2-1 provides an architecture for Interactive Immersive Media distribution using a EDGAR UE. In this case, similar as before, most of the rendering needs to be accomplished on the server.

 
Figure 6.3.3.2-1: EDGAR-based 5G interactive immersive service architecture
NOTE:	Microphones are not shown in Figure 6.3.3.2-1, the focus is on the receiving side of an AR UE.



[bookmark: _Toc67919056][bookmark: _Toc96460078]6.3.5	Content formats and codecs
Based on the use cases, the following formats, codecs and packaging formats are of relevance for interactive immersive media distribution of AR:
-	Scene graph and scene description
-	2D video formats
-	3D formats such as static and dynamic point clouds or meshes
-	2D video formats with depth 
-	Regular aAudio formats supporting mono, stereo, and/or spatial audio
-	Several video decoding instances
-	Decoding tools for such formats
-	Low-latency downlink real-time streaming of the above media
-	Uplink streaming of pose information and interaction data




[bookmark: _Toc96460084]6.4.3	Architectures
[bookmark: _Toc96460085]6.4.3.1	STAR-based
Figure 6.4.3.1-1 provides an architecture for immersive interactive media distribution using a STAR UE. 


Figure 6.4.3.1-1: STAR-based 5G cognitive immersive service architecture
NOTE:	Microphones are not shown in Figure 6.4.3.1-1, the focus is on the receiving side of an AR UE.
[bookmark: _Toc96460086]6.4.3.2	EDGAR-based

Figure 6.4.3.2-1 provides an architecture for Cognitive Immersive Media distribution using a EDGAR UE. In this case, similar as before, most of the rendering needs to be accomplished on the server. 
Figure 6.4.3.2-1: EDGAR-based 5G cognitive immersive service architecture
NOTE:	Microphones are not shown in Figure 6.4.3.2-1, the focus is on the receiving side of an AR UE.



6.4.5	Content formats and codecs
Based on the use cases, the following formats, codecs and packaging formats are of relevance for cognitive immersive media distribution of AR:
-	Scene graph and scene description
-	Spatial description
-	2D video formats
-	3D formats such as static and dynamic point clouds or meshes
-	2D video formats with depth 
-	Regular aAudio formats supporting mono, stereo, and/or spatial audio
-	Several video decoding instances
-	Decoding tools for such formats
-	Encoding tools for 2D formats
-	Low-latency downlink and uplink real-time streaming of the above media
-	Uplink streaming of pose information
-	Uplink streaming of media




[bookmark: _Toc96460097]6.5.6	Content formats and codecs
Based on the use cases, the following formats, codecs, and packaging formats are of relevance for AR conversational:
-	General 
>	2D Video Formats and video compression codecs
>	Regular Audio Formats and audio compression codecs supporting mono, stereo, and/or spatial audio
-	In addition, for downlink
>	Immersive media 3D Formats such as static and dynamic point clouds or meshes
>	Spatial Audio Formats
>	Decoding tools for such formats
>	Composed Scene Graph and Scene Description
-	In addition, for uplink
>	Immersive media 2D Video Formats with depth
>	Immersive media 3D Formats such as static and dynamic point clouds or meshes
>	Spatial Audio Formats
>	Encoding tools for such formats
>	Streaming of sensor information (e.g., gyroscope, accelerometer) as well as pose information
NOTE 1:	Details on uplink delivery of immersive media 3D formats are for further study, to take into account the specific latency requirements of each conversational use case.
NOTE 2:	It is not necessary to support all media formats listed, depending on the device type and/or application.

[bookmark: _Toc96460106]
6.6.6	Content formats and codecs
Based on the use cases, the following formats, codecs and packaging formats are of relevance for Media Streaming of AR:
-	Scene Graph/Description
-	2D Video Formats
-	3D Formats such as static and dynamic point clouds or meshes
-	Animated 3D meshes
-	2D Video Formats with depth 
-	2DMono, stereo, and spatial audio formats
-	Several video decoding instances
-	Decoding tools for such formats
-	Encoding tools for 2D formats
-	Low-latency downlink and uplink real-time streaming of the above media
-	Uplink streaming of pose information
-	Uplink streaming of media



[bookmark: _Toc508703735][bookmark: _Toc96460108][bookmark: _Toc67919064]7	Considerations on Devices Form-factor 
[bookmark: _Toc96460109]7.1	General
The components of AR glasses are same or similar with those of mobile phones which may launch and execute AR/MR applications. However, AR glasses have rather different requirements and limitations compared with mobile phones.
From a form factor perspective, AR glasses have several different design considerations. For example, AR glasses have two separate see-through displays for each eye. They also usually include more than two vision cameras which are spatially separated in order to achieve better disparity for depth estimation. In addition, AR glasses are worn and closely attached to a user’s face and contain IMU sensors to estimate where the user’s focal point is. Most of the included components are designed and placed in order to meet requirements which differ to those for mobile phones.
From a media processing perspective, AR/MR applications consume far more energy than non-AR/MR applications [27]. Multiple, as well as different types of cameras are always turned on to track the features detected in 2D and 3D video every second. In the case when AR/MR objects are augmented into the real world, the objects need to be rendered frame by frame with different view frustum positions and directions. In the case when the AR/MR objects are rendered in a server, the AR/MR device is expected to upload the user's pose in a millisecond frequency, then download, decode, correct, and composite the pre-rendered image sequences streamed from the server.
Besides, from an ergonomics perspective, restrictions need to be considered to place the components of the AR glasses in a limited space and under the manageable range of user neck joint torque.
This clause addresses form-factor related issues from the components of AR glasses device architectures, such as battery/power consumption, camera, display, heat dissipation, and weight.
[bookmark: _Toc96460110]7.2	Battery/Power consumption
The run time of a typical battery is proportional to its physical size, capacity, and weight, while they are proportional to user discomfort and neck torque. A study on the characteristics of AR applications [27] measured battery consumption of commercially available applications on AR, streaming, and social networking which shows that AR applications consume around at least 46% more energy than non-AR applications. The capacity of the battery needs to be designed to support a fair amount of running time for the everyday use of AR/MR applications. The amount of running time could be from tens of minutes for shopping of products via AR remote advertising in Annex A.2, 1-2 hours for streaming of volumetric video in Annex A.3, or even several hours for AR gaming in Annex A.6. However, as capacity is typically proportional to weight, and as the AR glasses is expected to be worn and equipped under the consideration of human ergonomics such as neck strain, there are clear limitations on extending the capacity of the battery. Such limitations may be relaxed by dynamically offloading some energy-intensive workloads to 5G cloud/edge. In this case, local processing power consumption is exchanged with power consumption for 3GPP/non-3GPP connectivity and an always on connectivity as well. For connectivity Discontinuous Reception (DRX) and Reduced Capability (RedCap) may be one of examples looking for lower power consumption for the radio for AR/MR application.
The following KPI is related with battery and power consumption and listed in clause 4.5.2.
-	Maximum Available Power
[bookmark: _Toc96460111]7.3	Camera
Augmented reality may be realized by SLAM. To understand the physical world through SLAM, various types of multiple cameras need to be continuously turned on and always need to be acquiring image sequences. 
Among the various components contributing to heat, such as CPU, GPU, camera and display, it is measured that the cameras are one of major sources of heat dissipation for AR applications [27]. AR/MR applications may need to be aware of the available run time remaining, and the amount of heat dissipation felt by the user.
In addition, as multiple cameras may be equipped in AR glasses for various purposes, they need to be designed and placed optimally to process the required functions in AR Runtime. Camera related parameters, such as for calibration, pose correction, Vision Engine, SLAM etc. are expected to have a big impact on the quality of service for AR glasses. AR/MR applications may need to be aware of intrinsic and extrinsic parameters for the cameras to properly process the required functions. Such parameters may be delivered to the server whenever there is any change in camera configurations.
The following KPI is related with camera and listed in clause 4.5.2
-	Maximum Available Power
[bookmark: _Toc96460112]7.4	Display
There is at least one display for each eye on a pair of immersive AR glasses. The AR glasses estimates the position of each eye then presents pixels of the rendered AR/MR objects on the display in order to combine the ray of light reflected from the surface of real-world objects with each pixel. A renderer in the AR scene manager may take into consideration the shape and optical distortion characteristics of the displays, pixel arrangements, and the estimated position of each eye of the user. At least one of the view frustum models that represents either an AR glasses, each display, or each eye, with a 3D map of the surroundings may be provided to the AR scene manager in order to minimize the post processing of customizing a generic rendered image to fit to a certain pair of AR glasses.
The following KPI(s) are related with display and listed in clause 4.5.2.
-	Maximum Available Power
-	Persistence – Duty time
-	Display refresh rate
-	Spatial Resolution per eye
-	Content frame rates
-	Brightness
-	Field of View
-	Eye Relief
-	Calibration
-	Depth perception
[bookmark: _Toc96460113]7.5	Heat dissipation
It has been studied that AR applications may generate 4-5 degrees (in Celsius) higher heat than non-AR applications on the same device [27]. Another study shows that a user’s heat sensation and discomfort increase with temperature. Overheated components have not only degraded performance but also power leakage through thermal throttling [28]. 
The following KPI may be related with heat dissipation and listed in clause 4.5.2.
-	Maximum Available Power
[bookmark: _Toc96460114]7.6	Weight
AR glasses consists of displays, sensors, cameras, batteries and so on. The weight of AR glasses puts constant pressure on a user’s skin and changes the amount of torque applied to the neck joints and muscles in a neutral posture.
A study shows that a user’s posture may be changed from a neutral to a look-up posture, a look-down posture, or a body-bending posture because of the relative placement of virtual objects [29]. Those different postures increase the moment arm between the Centre of Mass (CoM) of the wearable device and the neck joint. 
There are different characteristics between HMD type and glasses type devices, as the CoM of glasses type devices is biased towards the front of the device, by design. As a result, AR/MR applications need to consider the issues due to the differences in the ergonomics between the two different types of wearable devices. 
The following KPI is related with weight and listed in clause 4.5.2.
-	Maximum Weight

7.7	Audio 
Audio requirements in TS 26.131 and 26.132 or in the scope of the ATIAS work item are not considering explicitly AR glasses. The form factor may require specific definitions of terminal audio performance requirements and objectives for AR glasses. 



[bookmark: _Toc96460124]8.9	Audio Media Pipelines for AR Experiences
The current focus of this document is on general system aspects, especially targeting visual rendering on glasses. As such it may lack accuracy on audio media type. For example, extrapolations on architectural aspects derived for primarily visual media pipelines to audio pipelines need confirmation and further considerations. In particular, the following aspects may require further study: 
-	In device functional architecture, the type of audio capture and playback and the related system integration need to be defined. 
-	In 5G AR device types, the functional structures identified in this TR may be differentiated for immersive media types, e.g. operating immersive audio standalone while immersive video functions are split, involving tethered and/or cloud/edge entities. 
-	In the 5G system architecture mapping, the split of codecs and rendering assumed for video may not be appropriate for audio.
8.9.1	Generic functional device architecture with audio subsystem (STAR-based UE)
In AR experiences the audio media consists of spatial audio in the form of audio sources as well as acoustic characteristics of the scene. Example device functional architectures, including audio subsystems, are shown in Figure 8.9-1, 8.9-2 and 8.9-3. In receiving, the audio subsystem may be implemented as a monolithic block (Figure 8.9-1); alternatively, the audio decoding and rendering may be closely integrated, e.g. in the XR Scene Manager Audio Subsystem (Figure 8.9-2) or split into an encoding-decoding process by the Media Access Functions with separated rendering by the XR Scene Manager Audio Subsystem (Figure 8.9-3). The separation of audio decoding and audio rendering may depend on the implementation and/or use cases.


Figure 8.9-1: Immersive service architecture with audio subsystem – monolithic block



Figure 8.9-2: Immersive service architecture with audio subsystem – integrated decoding/rendering




Figure 8.9-3: Immersive service architecture – separated audio decoding and rendering
Isolation of the audio path from the rest of the immersive scene and the other media types as in Figure 8.9-1 may be an issue. A single XR anchor space should ideally be used by the XR scene manager, similarly as a shared spatial system across audio and video was established for VR in TS 26.118.
8.9.2	Considerations on split rendering (EDGAR-based UE)
In the split rendering case, audio quality including end-to-end delay should ideally be preserved as compared to non-split rendered case. There is currently no codec / payload type specified in 3GPP to transport (decoded) spatial audio from the edge or cloud to an AR device for split rendering. The required characteristics (e.g., audio format, bit rate, frame length) of such a codec / payload type have to be defined to ensure adequate performance. The input audio format (e.g., channel-based, scene-based, object-based audio, MASA or combinations) may typically have to be preserved in the encoding-decoding process together with the associated metadata structure (when present in the audio input) to allow full rendering control, as expected from content creation.



[bookmark: _Toc67919066][bookmark: _Toc96460125][bookmark: _Hlk95954838]9	Conclusions
AR/MR experiences involve augmenting visual/auditory contents into the real world to improve the user’s experience with better immersiveness, unlike VR, which provides an entirely virtual world. To realize these experiences, glass-type AR/MR devices may be a good candidate device, easily combining the lights from the real world and those from the display without a need of holding a device in one’s hand.
In this study, the generic finding for eXtended Reality (XR) in TR 26.928 [2] have been further analysed with specific focus on Augmented Reality (AR) experiences and in particular also with a new device type, AR glasses. Different device centric functions of AR glasses are defined, and different device types are defined. Of particular relevance are 5G STandalone AR (STAR) UEs, i.e. devices that have sufficient capabilities to render rich AR experiences on the device as well as 5G EDGe-Dependent AR (EDGAR) UEs for which edge-based rendering support is a must to provide rich AR experiences. Three basic functions are introduced, the AR Runtime, the Scene Manager and the 5G Media Access Function. Basic AR processes are defined, and a comprehensive summary of AR related media formats is provided. The relevant work in external organizations is summarized. 
Based on core use cases, different scenarios are mapped to the 5G System architecture, namely (i) Immersive media downlink streaming (ii) Interactive immersive services (iii) 5G cognitive/spatial computing immersive services as well (iv) AR conversational services. Potential normative work is identified and summarized in clause 8.
Based on the details in the report, the following next steps are proposed.
In the short-term:
-	Document the relevant 5G generic architecture for real-time media delivery based on the 5GMS architecture as addressed in clause 8.2.
-	Establish the concept of 5G media service enablers as introduced in clause 8.3 and make use of the concept to define relevant AR media service enablers. 
-	Define a 5G real-time communication media service enabler to support different low-latency streaming and conversational AR related services based on the considerations in clause 8.4.
-	Define media capabilities for AR glasses in a service-independent manner based on the considerations in clause 8.5. The outcomes may affect the other items, especially the 5G real-time communication media service enabler and the IMS-based conversational services.
-	Based on the work on above, define a split rendering media service enabler to support EDGAR devices, as addressed in clause 8.6.
-	Study options for smartly tethering AR glasses based on the discussion in clause 8.7.
-	Develop the extension of IMS-based AR conversational services and shared AR experiences, including an extended MTSI terminal architecture, as addressed in clause 8.8.
-	Complement this TR with the relevant audio aspects in a follow-up study based on the considerations in clause 8.9.
In the mid-term:
-	Add issues around semantical perception and spatial mapping to an AI/ML study, taking into account the findings in clause 4.2.3 and 4.2.5 as well as TR 22.874.
All work topics will benefit to be carried out in close coordination with other groups in 3GPP on 5G System and radio related matters, edge computing and rendering as well in communication with experts in MPEG on the MPEG-I project as well as with Khronos on their work on OpenXR, glTF and Vulkan/OpenGL. A follow-up workshop based on the information in clause 4.6.9 may be conducted in order to explore additional synergies and complementary work in different organizations in the XR/AR domain.




[bookmark: _Toc67919069][bookmark: _Toc96460127]A.1	Use Case 16: AR remote cooperation
	Use Case Name

	AR remote cooperation

	Description

	As described in Annex A.9 of 3GPP TR26.928[2], a remote expert makes AR actions (e.g. overlaying graphics and drawing of instructions) to the received local video streams. This use case highlights that both parties can share their own video streams and overlay 2D/3D objects on top of these video streams compared with the scenario from TR 26.928. 
For example, a car technician contacts the technical support department of the car components manufacture by phone when he has some difficulty in repairing a consumers' car. The technical support department can arrange an engineer to help him remotely via real-time communication supporting AR.
The car technician makes a video call with the remote engineer, uses his camera to capture the damaged parts of the car and shares them with the remote engineer in-call. And he marks possible points of failure by drawing instructions on the top of these video contents in order that the remote engineer can see the marks and make a detailed discussion. Also, they have respectively FOVs on their sides to check the failure. Likewise, the remote engineer can also overlay graphics and animated objects based on these shared video contents to adjust or correct the technician's operations. Furthermore, if the maintenance procedures are complex, the remote engineer can show the maintenance procedures step by step which are captured in real-time to the local technician. Therefore, the local technician can follow the operations. Finally, they find out the problems and fix them. It looks like that the remote engineer is beside the technician, discusses and solves the problems together.
[bookmark: _Toc355779205][bookmark: _Toc354586743][bookmark: _Toc354590102]In the extension to this use case, it the remote engineer enables front-facing and back-facing cameras at the same time, the car technician can see a small video stream, which is captured by the front-facing camera of the remote engineer to achieve more attentive experiences. 

	Categorization

	Type: AR, MR
Degrees of Freedom: 3DoF+, 6DoF
Delivery: Interactive, Conversational
Device: XR5G-P1, XR5G-A2, XR5G-A3, XR5G-A4, XR5G-A5, others

	Preconditions

	<provides conditions that are necessary to run the use case, for example support for functionalities on the end device or network>
Both parties on the device with the following features
-	Support for conversational audio and video
-    Collect and delivery of AR actions and viewer information
-    Enabling of the front-facing and back-facing cameras at the same time
The network with the following features
-	Rendering of overlying AR actions and viewer information
-    Rendering of virtual and real superposition of different video contents

	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>
QoS:
-	conversational QoS requirements 
-	sufficient bandwidth to delivery compressed 2D/3D objects

QoE: 
-	Synchronized rendering of overlay AR actions and pose information
-	Synchronized rendering of audio and video
-	Fast and accurate positioning information

	Feasibility and Industry Practices

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?
-	What are the technology challenges to make this use case happen?
-	Do you have any implementation information?
-	Demos
-	Proof of concept
-	Existing services
-	References
-	Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?
>
Enhancements in media processing for multiple video streams both from different parties and/or the same party together with all kinds of AR actions may be performed in the network (e.g. by a media gateway) and in order to enable richer real-time experiences. Accordingly, the extensive hardware capabilities (e.g. multi-GPU) are required.

	Potential Standardization Status and Needs

	<identifies potential standardization needs>
[bookmark: historyclause]-	MTSI regular audio and video call between both parties
-    Standardized format for AR actions (e.g. static and/or dynamic 2D/3D objects) and posture information
-	Delivery protocols for AR actions and posture information
-    Rendering of more than one video stream
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