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1. Introduction
According to the description of IVAS codec WID[1][2], the proposed immersive audio solution should be able to support, but are not limited to, conversational voice, multi-stream teleconferencing, VR conversational and user generated live and non-live content streaming, AR/MR. In addition, audio sources should be able to move, within certain limits defined by the application, throughout the scene, and the audio component will adjust to reflect the listener’s spatial orientation/position.
This contribution proposes an audio solution for AR/VR usage scenario, which ensures immersive audio service for listeners. The following description will introduce the details of OFOA (Orientation-Focused Object-based Audio) format along with the method of how to extract appropriate parameters used for the format, and also introduce the whole structure of the end-to-end audio solution and specify why this specific solution would be the best suitable for providing Immersive audio service. The subjective listening experiments and its corresponding immersive audio demo will also be introduced and described.

2. Introduction on OFOA audio format application scenarios and detailed contents
OFOA is an audio format which is based on object-type audio sources and object metadata info, that is to say, it includes audio data and space-related information for each object.
Usage scenario 1: For a virtual online meeting or lecture teaching meeting with multiple remote participants, the audio data from each user can be seen as an object-based audio source. To provide an immersive audio service, it is necessary to design and setup a virtual 3D space for these objects to interact in. Every single user can have an avatar in this virtual space. These avatars can move and change their orientation freely in this space as if physical users are having face-to-face conversations. The relative distance, angle and orientation information can be collected and used for rendering immersive audio service, refer to the following Figure 1.
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Figure 1
End-user device can use IMU sensor to get position and orientation parameters which are used for rendering immersive audio service. Google has also claimed to support spatial audio on Android T, along with the API for setting and receiving IMU-recorded angles and etc. There’ll be more and more mobile devices with sophisticated support for IMU sensor and it would be increasingly convenient to acquire users’ orientation and physical location in space. Every single user will be able to transmit their movement traces and orientation changes from physical world to virtual scenes, where users will benefit from this additional information so that they can make sense of other user's relative distance and directivity changes from what they hear during online conversations.   
By adding the dimensions and wall reflective factor info to the building phase of the virtual set, it can acquire real-time reverberation-related information when users diving into the room and uses it to reproduce a more realistic environment.
Usage scenario 2: An actual online meeting with multiple participants in different physical locations. Assuming there are multiple users (denoted as A, B, C ) presented themselves in Room 1. Here we have another remote participant D will join by online manner. User A, B and C can use their cell phone or laptop's integrated mic to record their voices which will then be treated as the audio data for each object. Besides, we can use DOA, indoor ultrasound positioning and other alternative methods to calculate user A, B and C's spatial location, which will be used to reproduce their relative location in their physical space during rendering on user D's side. The goal is that user D will achieve and experience in this remote session as if user D has physically participated in this meeting in Room 1. When user A, B and C are using earpieces or headphones with IMU sensors, they can also add their orientation to the audio data, which will be used during rendering on user D's side and supplies more useful spatial information, refer to the following Figure 2.
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Figure 2
The majority of smart phones on the marketplace come with sensors like accelerometer or gyroscope and we can make use of these sensors and calculate spatial parameters easily. With the growing trend of increasing quantity of headphones with integrated IMU sensor, or the future potentials of VR goggle plays an important role in communication realm, our proposed audio format with object-based metadata will succeed in yielding the best immersive audio service. Every single user will be treated as an object with dedicated audio input which will naturally secure a better audio quality without distortion from conventional audio source separation methods. Every single object comes with most detailed spatial coordinates and orientation information. The orientation of speakers, the relative layout of the speaker to listener and other sound transmission and reverberation related info on both sides can be reproduced during decoding and rendering phase, which is the most crucial spatial-related info to reproduce an actual immersive and realistic conversation. A more immersive VR communication experience is supplied when both the camera image data and audio data both reflects these spatial and angle information. We can also treat user as an omni audio source without user's orientation information and complete the object-based audio packet coding while reproducing user's spatial location in the virtual space.
In summary, OFOA includes the following metadata.




Table 1. OFOA common metadata parameters

	Major Field 
	Sub Field
	Description 

	Number of Objects
	N/A
	Number of Objects in the metadata.

	Dimension
	N/A
	Dimension of the coordinate system

	Room Information
	Room Size
	Size of the room. 

	
	Room Type
	The acoustic type of the room. E.g.：hall, office, etc..

	
	Reverb Info
	External Information for reverb. E.g.：reverb time



Table 1. introduces the global metadata which is related to all objects in the scene. In which the room information supplies us with which type of coordinates we will use, along with reverberation information related to the room.
Table 2.  OFOA object specific metadata parameters

	Field 
	Sub Field
	Description 

	Object Type
	Has orientation info
	The object audio source is directivity related or not. Field “OrientationInfo” only needed for directivity related object.

	Position Info
	Position 
	Position of the object. Can be Cartesian or polar/sphere coordinate system.

	
	Spread
	

	Orientation Info
	Orientation 
	The orientation of the object. polar/sphere coordinate system.

	
	Directivity pattern
	Directovoty patterns. E.g.:Omni.,Cardioid,etc..



Table 2. introduces metadata contents related to each object.

3. Methods of capturing audio data for IVAS codec
Here's the  diagram for the entire encoding solution during VR usage scenario communications:
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Figure 3
The left part of the diagram represents the actual physical environment where each user join the conversation remotely. Each user is an object with audio data recorded in the object-based form and updated metadata containing position and directivity. This info mentioned above will then be encoded and transmitted to the receiving side for decoding. With proper rendering using the transmitted metadata, the end user can obtain the relative spatial layout, object-based audio sources' changes in orientation in the virtual scene and reproduce immersive communication experience.
Another usage scenario showing remote session involving multiple participants is shown below:
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Figure 4
Objects representing user A, B and C are having a conversation in the same physical space and their mobile phone or recording devices they're using will capture their audio data, along with other spatial location and orientation info obtained from sensors like IMU. This information are also encoded and transmitted to an remote user D in the same manner as stated above. With the help of spatial location and orientation information, reproducing the scene can be realistic as if the remote user is participating in the conversation in person.
Here the object-based audio data can be captured, encoded by existing compression module and sent out. The receiving end can reproduce high-fidelity, highly localized sound source orientation information and physical room reverberation immersive audio scene.

4. Experiment results demonstration
Here we presented our 1st experiment carrying out the 1st use scenario discussed above. User A, B, C and D are presented in this experiment. Each user's orientation information is captured using IMU sensor in Xiaomi Buds 3 Pro TWS headphone. Audio data is captured using mic on Xiaomi 12 smartphone. The spatial location of each user is obtained using another Xiaomi 12 smartphone by capturing and analysing ultrasound information. Another referencing audio data for comparison is also supplied and recorded using a selected device.
The experiment emulates the scenario where 4 participants (as shown in figure below) in an online meeting session and having discussions. Every single user's location, orientation and audio data are captured, recorded, combined, and rendered in order to reproduce the scene as if they were talking with each other face-to-face under the same roof.  
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The second experiment validifies the necessity of adding orientation info of the object sound source to the rendering process. The experiment recorded a speaker, treated as an object, talking while moving from right to left with respect to the listener. Meanwhile the object itself rotates during the movement process and did a 360 degree turn in orientation. The speaker starts with facing backwards towards the listener and gradually turns to facing the listener, after that the speaker turns back against the listener again in the end.
The audio demo zip file contains 3 different scenarios: One is setting the listener to be at the reference recorder's location while facing the crowd in the 1st experiment, another is setting the listener to be the user on the bottom left and trying to reproduce what a listener's hearing from this scenario in the 1st experiment. The last one contains rendered audio on the listener's side in the 2nd experiment.

5. Summary and proposal
IVAS WID requires an audio codec solution which can provide an immersive audio service for different kinds of usage scenarios. This is the proposed audio format considering the requirements for auditory impressiveness and the capability constraints of mobile devices on the marketplace, the two usage scenarios demonstrate the OFOA format can be a best suitable option. We also introduced the feasibility of obtaining spatial location, angle and orientation for sound sources with existing mobile phones and hardware like earphones.
Using OFOA format, we've conducted a testing experiment to verify the solution's feasibility. The experiment involves recording of these object-based audio data , obtaining of spatial location and sound source directivity using multiple approaches and eventually rendering the audio output containing spatial location, sound source directivity and real-time reverberation.
The experiments shown above, where spatial location and source directivity are obtained using IMU and ultrasound-based methods, is merely an example of showing how to obtain these metadata in OFOA format.  The upcoming proposals will focus on investigating other methods to obtain these metadata, ways to reduce obtaining costs and improve the accuracy of obtaining parameters as well as rendering performance.
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