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[bookmark: _Toc90460066][bookmark: _Toc90460561]6	Potential issues and Candidate Solutions
[bookmark: _Toc90460067][bookmark: _Toc90460562]6.1	General
This clause describes and discusses a set of candidate solutions for addressing the different production use-cases and deployment options as introduced in clause 4.1 and clause 5.
-	Local Production: The expectation for a local production is low-latency operation (a few frames of delay) at high bit rates. With today’s COFDM technology [x][x1], a fixed capacity (e.g. 8 MHz) is allocated to a production device (like a camera). This enables a camera to operate at low latency. The rate control of the video encoder is tuned to never exceed the allocated capacity. With 5G NPN, this can only be achieved when allocating a Guardanteed Bit Rate (GBR) QoS flow to the media. Non-GBR QoS flows may lead to situations where the UE needs to discard packets because the capacity is currently not available. Local Production may leverage specifically Deployment #1 (local SNPN deployment) or Deployment #2 (Local PNI-NPN with support for on-site edge computing).
-	Remote Production: The expectation for a remote production is also low-latency operation at high bit rates. However, there is a possibility to compromise, e.g. slightly higher latencies than in local production but lower latencies as in contribution. Solutions need to account for some packet loss and potentially for automatic bit rate adaptation. Remote Production may leverage specifically Deployment #2 (Remote Production) or Deployment #3.
-	Contribution: The expectation for contribution is different than for production. Contribution links often operate at higher latencies than production links. However, a very flexible and on-demand (or even spontaneous) capacity allocation is important, e.g. as needed for Electronic News Gathering (ENG). Specifically Deployment #2 (Contribution) is in focus for most contribution cases. In some cases, Deployment #3 (with a nomadic SNPN) may also be applicable.
Editor’s Note: Considerations for Installed and Live Sound is ffs.
**** Next Change ****
[bookmark: _Toc90460071][bookmark: _Toc90460566]6.3	Key Issue #2:	Media Protocols on 5G: Using QoS for tTraffic segregation and traffic prioritization
[bookmark: _Toc90460072][bookmark: _Toc90460567]6.3.1	General
This clause focuses on the usage of 5G Systems, assuming that multiple application flows – either from multiple cameras or from a single camera unit (see Figure 5.2-1) – would experience a different priority treatment by the RAN traffic scheduler and likely by the traffic policing function in 5GC. Different protocols may be used to carry media and other data.
An application flow is typically described by a 5-tuple, i.e. source and destination IP addresses (Layer 3), Layer 4 protocol and Layer 4 source and destination ports. Some protocols may multiplex multiple elementary streams (and potentially other data) into one application flow. Other protocols map one elementary stream to one application flow.
The traffic characteristics and the main flow direction (uplink or downlink) depend on the usage. For example, a program video stream, produced by a camera, is typically of higher bit rate than a return video stream.
NOTE:	Some application flows may carry non-media content, for example camera control, telematics (e.g. battery status), and position information for AR tracking.
Editor’s Note: Solutions may use IP multicast or IP unicast packet routing to transport media streams. IP multicast is popular in AV Production because the same feed from a camera, microphone or talkback circuit can then be consumed by monitoring devices (screens, headphones, etc.) as well as feeding into vision mixers, sound mixers, etc. However, there are challenges to be overcome in using IP multicast over Wide-Area Networks and therefore in Remote Production scenarios.

[bookmark: _Toc90460073][bookmark: _Toc90460568]6.3.2	Application flow prioritisation
Figure 6.3.2‑1 depicts the same media flows of a single camera as shown in figure 5.2-1, but categorized into three priority groups:
-	Group 1, with the highest priority, comprises essential media essence flows.
-	Group 2, with medium priority, comprises communications flows.
-	Group 3, with the lowest priority, comprises control flows.
Depending on the media production scenario, a certain set of media flows are present. For example, a telepromter application flow is only present when a teleprompter (autocue) device is attached to the camera.
[image: ]
Figure 6.3.2‑1: Flow Priority
Typically, highest priority is program (PGM) video, which is always present when using a 5G-enabled camera. An audio media flow related to the program video flow is not necessarily present in all scenarios, but when present, it often has an even higher priority than the program video. A time synchronization related media flow (e.g. PTP or NTP) is always present and is essential for production.
[bookmark: _Toc90460074][bookmark: _Toc90460569]6.3.3	Applying Quality of Service to application flows
Quality of Service (QoS) is a tool which only becomes relevant at times of high network utilisation. In these situations, the 5G System may need to prioritize some packets over others. In a well-planned production scenario, the 5G Systems is dimensioned to fit the needs of the media production and high network utilisation only occurs rarely. However, proper planning and dimensioning might not be achievable in all media production scenarios. Thus, it might be preferred to degrade the output of a camera, keeping the most essential traffic intact. Depending on the scenario, different media flows are more essential than others to the media production.
An example communication protocol stack is illustrated in Figure 6.3.3‑1 below. The different media flows may use different higher layer protocols. For audio and video streams, the RTP protocol is often used, which typically uses UDP as its Layer 4 protocol. Data streams such as tally light control may be carried using, for example, MQTT [48] (AMWA NMOS recommendation) which uses TCP as its Layer 4 protocol. NMOS is described in Clause 4.5.2 in more detail.  
MQTT [48] is a message-oriented application protocol based on the publish–subscribe paradigm. It was developed as an OASIS open standard and published as ISO/IEC 20922. MQTT uses TCP as its transport protocol. MQTT adds some message headers, which allow (among other things) the byte-stream-oriented TCP protocol to be used for message separation.
[image: ]
Figure 6.3.3‑1: Example protocol stacks for different media application flows
The different combinations of media flows (Figure 5.2-1) depend on the media production scenario. In the following, the mappings for some example scenarios are presented and discussed.
[bookmark: _Toc90460075][bookmark: _Toc90460570]6.3.4	Solutions leveraging 3GPP QoS
[bookmark: _Toc90460076][bookmark: _Toc90460571]6.3.4.1	General
The 3GPP Quality of Service framework contains many tools to define media flow specific treatment with respect to relative priority, target bit rate, packet delay budget and packet error rate. To apply these tools, the 5G System must be able to identify the associated media flow, based on network-level parameters such as a UDP port number or an IP address. The 5G System (UE and UPF) uses packet header inspection techniques for traffic detection. Based on header inspection, each individual IP packet is associated with a QoS flow and is marked accordingly in the 5G System.
[bookmark: _Toc90460077][bookmark: _Toc90460572]6.3.4.2	Solution Example A: Coarse-grained separation with separated media
It is very common in IP-based media production scenarios to keep elementary streams like audio and video separated in independent UDP/IP flows. Thus, audio and video are not multiplexed together.
It is assumed here that all media flows within one group can be treated with the same QoS class. Thus, audio is equally important as video. All the control data flows are also treated with equal priority.
For Group 1, the application traffic can be identified by a (wildcarded) 5-tuple of packet headers comprising:
-	Layer 3 parameters:
-	UE IP: Any (wildcard).
-	Server IP: IP address of media gateway or vision/sound mixer.
-	Transport Protocol: Indicating that UDP is used as the Layer 4 protocol.
-	Layer 4 Parameters:
-	UE UDP Port: Any.
-	Server UDP Port: Separate UDP ports for audio and video on the Media Gateway or Vision Mixer side.
For Group 3, the application traffic can be identified by a different (wildcarded) 5-tuple comprising:
-	Layer 3 parameters
-	UE IP: Any (wildcard).
-	Server IP: IP address of MQTT Broker or WebSocket server.
-	Transport Protocol: Indicating that TCP is used as the Layer 4 protocol.
-	Layer 4 parameters
-	UE TCP Port: Any.
-	Server TCP Port: TCP Port of the MQTT Broker or WebSocket server.
In cases where all video and audio elementary streams are treated with the same priority, the elementary streams can be multiplexed onto the same UDP/IP flow, e.g. using a multi-programme MPEG‑2 Transport Stream.
NOTE:	When using MPEG‑2 Transport Stream as a Payload Format, all multiplexed elementary streams are treated with the same QoS by the 5G System.
[bookmark: _Toc90460078][bookmark: _Toc90460573]6.3.4.3	Solution Example B: Fine-grained separation with separated media
In this example, a finer-grained separation of media is used:
-	Within Group 1, the audio elementary stream has a higher priority than the video elementary stream.
-	Talkback (Group 2) audio has a lower priority than Group 1 traffic.
-	In Group 3, tally light control has a higher priority than general camera control.
As result, the individual media flows should be separated into separate application flows, e.g. UDP/IP flows or TCP/IP flows.
In order to enable the 5G System to prioritise the audio elementary stream higher than the video elementary stream in Group 1, the elementary streams need to be carried as individual UDP/IP media flows.
-	RIST Simple profile allows usage of separated RTP sessions for different elementary streams, when a native RTP payload format (like RFC 7798 [47] for HEVC or RFC 6416 [49] for AAC) is used.
-	RIST Main profile uses GRE tunnelling to encapsulate all media flows in order to simplify NAT/firewall traversal. However, the usage of a GRE tunnel also disables the 5G System capability of providing media flow based QoS.
The talkback audio flow needs to be separated from the main output using dedicated TCP/IP or UDP/IP transmission resources.
If tally light control requires a higher priority than other camera control messages, the event messages should be carried using uniquely identifiable network resources. When MQTT is used for carrying control event messages, the camera needs to set up two MQTT/TCP connections, which can then be clearly prioritized by the 5G System. When WebSockets are used for carrying the event message, the camera should set up two WebSocket/TCP connections to enable separate message prioritization.
[bookmark: _Toc90460079][bookmark: _Toc90460574]6.3.5	Solutions leveraging Network Slices
[bookmark: _Toc90460080][bookmark: _Toc90460575]6.3.5.1	General
Network Slicing is a feature which allows a Mobile Network Operator to provide customized networks. Network resources are logically separated so that they can be individually controlled. Each Network Slice contains at least one PDU Session. PDU Sessions cannot be shared across multiple Network Slices.
The UE obtains one IP address for each established PDU Session (Type IP). When a UE establishes multiple PDU sessions, either within a single Network Slice or in different Network Slices, the UE obtains a corresponding number of IP addresses.
[bookmark: _Toc90460081][bookmark: _Toc90460576]6.3.5.2	Solution Example C: Separation using Multiple Network Slices
In this example, the traffic separation is realized using multiple Network Slices. Here, similar to Example A, a coarse-grained separation is assumed: all application flows belonging to Group 1 are carried by Network Slice #1, Group 2 uses Network Slice #2 and Group 3 uses Network Slice #3.
In general, a Network Slice may contain one or more PDU Sessions. For this example, however, it is assumed that each Network Slice contains only a single PDU Session.
The UE obtains an IP address for each PDU Session. The camera then sends all Group 1 traffic with the IP address for PDU Session in Network Slice #1. All Group #2 application flows are sent with the IP address associated with the PDU Session in Network Slice #2, and all Group 3 traffic has the IP address of the PDU Session in Network Slice #3.
The 5G System then handles the traffic according to the Network Slice priority.
[bookmark: _Toc90460082][bookmark: _Toc90460577]6.3.5.3	Solution Example D: Separation using Network Slices and QoS
In this example, traffic separation is realized by combining Network Slices with QoS. Here, a more fine-grained separation is assumed, as in Example B:
-	Within Group 1, the audio elementary stream has a higher priority than the video elementary stream.
-	Group 2 talkback audio has a lower priority than Group 1 traffic.
-	In Group 3, tally light control has a higher priority than general camera control.
In this example, all talkback related traffic uses a dedicated Network Slice for talkback. Meanwhile, all Group 1 camera traffic, all Group 3 traffic, and the return video from Group 2 share a second Network Slice.
As in Example C, each Network Slice is configured with a single PDU Session. The camera is therefore assigned a different IP address for the PDU Session in each Network Slices.
The camera uses the IP address associated with the talkback Network Slice for all talkback audio flows. All other application flows use the IP address associated with other Network Slice. Fine-grained prioritization using QoS is then applied for application flows within the second Network Slice.
[bookmark: _Toc90460083][bookmark: _Toc90460578]6.3.6	Summary
This section describes different solutions for traffic segregation in order to prioritize different application flows according to the needs of a media production. In principle, all the different production use-cases (see clause 6.1) require traffic prioritization in some shape or form. Depending on the collaboration scenario, the network can be provisioned (e.g. for QoS or Network Slicing) based traffic prioritization.
Generally, the traffic prioritization configuration can be provisioned statically (e.g. using Operation and Maintenance interfaces) or dynamically (using control APIs). For dynamic provisioning, the 5G System offers a set of APIs which can be used based on the collaboration.
In local production scenarios, the target is to operate at low latency, providing a constant media quality. No additional latency is accounted for in IP-level retransmissions or similar. It is recommended to use QoS flows with a Guaranteed Bit Rate (GBR) for media flows (e.g. program video and audio). Other application flows can use QoS without a bit rate guarantee (i.e., non-GBR).
Remote production scenarios still target low latency. However, certain application-level adaptation schemes may be involved.
For contribution scenarios, the target is to provide a constant quality during a production event. The actual quality can vary from one production event to another.
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