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		S4aI211266
	[FS_5GMS_EXT] Low Latency Streaming
	Qualcomm CDMA Technologies
	Thomas Stockhammer


Presenter: Thomas Stockhammer (Qualcomm)
Discussion: 
· Thorsten: collaboration scenario is mainly about distribution of functions, and how operation points work. Would like to see description on use cases - e.g. starting from enabling low latency streaming, and that relates to op points, policy invocation for consistent behavior, etc.
· Thomas: thinks what is discussed already p/o Rel-16; what you are asking is already defined by in Rel-16 (e.g. workflow on policy templates, dynamic policy and invocation). I’m just extending Rel-16 for low latency support.
· Richard: On sequence diagram, not sure how change in operating points fits in. What steps are repeated in step 24, and whether/how step 27 fits to the repeat.
· Thomas: Operation Point involves agreement such as on QoS; when change OP, these steps describe what happens
· Richard: maybe should indicate steps 13-26 into a loop and can help out with documentation
· Spencer: likes the text and figure provided in dealing with comments from the previous meeting for the additional clarity provided
· Thomas: much of what I’m dealing with is capabilities in Re-16 but never documented on how to use them
· Spencer and Thorsten also willing to help to improve
· Frederic: appears there is agreement that the document is good basis for further work
Decision:
· Agreement reached that agreement that the document is good basis for further work; future revision will be built on top of current text.
S4aI211266 is agreed as basis for further work

	S4aI221302
	[FS_5GMS_EXT] TV-grade mass distribution of unicast Live Services
	Qualcomm CDMA Technologies



Presenter: Thomas Stockhammer (Qualcomm)
Discussion: 
· Richard: on M4, do you think that both entities are timed synced with a server since you mentioned UTC Time Sync?
· Thomas: UTC time server from Akamai is typically used and seems to be working
· Richard: is it preferable to use a 3GPP time source?
· Thomas: we can just refer to existing UTC server such as Akamai
· Thorsten: in the requirement, is the synchronization missing? Currently it is not described.
· Thomas: DVB specifies a maximum tolerable synchronization error.
· Thorsten: I added some comment that we need to clarify the requirements on synchronization. 
· Thorsten: on open issues section, regarding M2d, HTTP chunk delivery is already supported - it’s mandatory to support chunk transfer in HTTP/1.1.
· Thomas: Important that latency is not added on ingest by the use of chunked transfer. (No aggregation of chunks into resources.)
· Thorsten: it would be good to add some examples of operation points in detail.
· Thomas: Invites others to contribute.
· Thorsten: wishes to add some more text to document as he indicated in agreeing to the document
· Gilles: can we agree to the document subject to some online edits?
Decision:
· Agreed as basis for future work, but will not yet be incorporated into TR.
S4aI211302 is agreed.
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=====  CHANGE  =====
[X]			"DASH-IF WEBRTC-based Streaming", https://dashif.org/news/webrtc/
=====  CHANGE  =====
[bookmark: _Toc88198204]5.11	TV-grade mass distribution of unicast Live Services
[bookmark: _Toc88198205]5.11.1	Description
[bookmark: _Toc88198206]5.11.1.1	General
Live TV services of different scale (professional, user-generated, session-based, etc.) are increasingly distributed over broadband and mobile networks. Live TV services are characterized by:
-	scalability (in terms of concurrent users),
- 	consistent quality,
-	high bandwidth requirements, and
-	target latency constraints.
[bookmark: _Toc88198207]5.11.1.2	Scalability
Consistent support of the distribution of such services to a different scale of users and in a concurrent fashion is a prime concern. 5G Media Streaming is expected to support such service distribution and end-to-end optimizations. Improvements and optimizations on the architectural level and stage 3 are expected to be studied.
[bookmark: _Toc88198208]5.11.1.3	Consistent quality
TV Services are expected to provide a consistent quality over time. TS 26.512 [X] defines Operation Point parameters in Table 13.2.6-2, repeated below, to which the client is configured. This configuration setting may be included in the manifest or may be provided through application means. Consistent quality can be defined that the service stays within the operation point boundaries to the largest extent. Specific aspects are:
· Meeting the latency requirements, namely staying at the target, not exceeding the maximum, and not falling below the minimum. Measuring deviation from the target, as well creating events when exceeding the boundaries, is relevant. For more details see clause 5.11.15.
· Meeting the playback rate, i.e. how often the playback rate is changed from 1.0, and if there are cases when the playback rate is outside of the range. For more details see clause 5.11.15.
· Staying within the boundaries of the bitrates and meeting the target is relevant as well. This measurement includes those cases for which the Bandwidth would have fallen to 0, i.e. the service is stalled. All of this can be measured by the client.
Generally, consistent quality refers to meet the below operation point parameters as shown in Table 5.11.1.3-1 (see also TS 26.512, Table 13.2.6-2). The Media Player and the network are expected to collaborate to meet the quality requirements.
Table 5.11.1.3-1: Operation Point Information (see TS 26.512, Table 13.2.6-2)
	OperationPoint
	Operation Point Parameters
	The currently configured operation point parameters according to which the DASH client is operating.

	
	mode
	Enum
	The following operation modes are defined:
live: The DASH client operates to maintain configured target latencies using playback rate adjustments and possibly resync.
vod: The DASH client operates without latency requirements and rebuffering may result in additional latencies

	
	maxBufferTime
	Integer
	maximum buffer time in milliseconds for the service.

	
	switchBufferTime
	Integer
	buffer time threshold below which the DASH clients attempts to switch Representations.

	
	Latency
	
	Defines the latency parameters used by the DASH client when operating in live mode.

	
	
	target
	Integer
	The target latency for the service in milliseconds.

	
	
	max
	Integer
	The maximum latency for the service in milliseconds.

	
	
	min
	Integer
	The maximum latency for the service in milliseconds.

	
	PlaybackRate
	MediaType
audio, video, all
	Defines the playback rate parameters used by the DASH client for catchup mode and deceleration to avoid buffer underruns and maintaining target latencies.

	
	
	max
	Real
	The maximum playback rate for the purposes of automatically adjusting playback latency and buffer occupancy during normal playback, where 1.0 is normal playback speed.

	
	
	min
	Real
	The minimum playback rate for the purposes of automatically adjusting playback latency and buffer occupancy during normal playback, where 1.0 is normal playback speed.

	
	Bandwidth
	
	Defines the operating bandwidth parameters used by the DASH client used for a specific media type or aggregated. The values are on IP level.

	
	
	target
	Integer
	The target bandwidth for the service in bit/s that the client is configured to consume.

	
	
	max
	Integer
	The maximum bandwidth for the service in bit/s that the client is configured to consume.

	
	
	min
	Integer
	The minimum bandwidth for the service in bit/s that the client is configured to consume.

	
	PlayerSpecificParameters
	
	Player specific parameters may be provided, for example about the used algorithm, etc.


 
[bookmark: _Toc88198209]5.11.1.4	High bandwidth requirements
TV Services typically have certain bitrate requirements that need to be met. TR 26.925, clause 5.1 provides an overview. These figures are valid for both HDR/non-HDR video:
-	720p HD: 2 - 5 Mbps
NOTE 1: 	Today typically 3 Mbps for HEVC [15] and 5Mbps for AVC [14], but bitrate reductions expected with better encoding and coding tools. See Clause 6.1.2.
-	Full HD: 3 - 12 Mbps
NOTE 2: 	Today typically 5-7 Mbps for HEVC [15] and 10-12 Mbps for AVC [14], but bitrate reductions expected with better encoding and coding tools. See Clause 6.1.2.
-	4k UHD: 5- 25Mbps
NOTE 3: today typically 8-16 Mbps for HEVC [15] and 15-25 Mbps for AVC [14], but bitrate reductions expected with better encoding and coding tools. See Clause 6.1.2.
-	8k UHD: 20 - 80 Mbps
NOTE 4: 	Today typically up to 80 Mbps for HEVC [15], but bitrate reductions expected with better encoding and coding tools. See Clause 6.1.2.
NOTE 5: 	On 8k UHD: currently not specified in 3GPP TS 26.116. Bitrate figures are based on limited available deployment data.
These figures may be used as indication of bitrate requirements for services.
[bookmark: _Toc88198210]5.11.1.5	Target latency constraints 
Based on a report developed jointly between DVB and DASH-IF on Low-Latency DASH [9], this clause defines details on how to support consistent latency in DASH for linear TV services. In [9], several definitions had been introduced, repeated here for consistency.
-	End-to-End Latency (EEL): The latency for an action that is captured by the camera until its visibility on the remote screen.
-	Encoder-Display Latency (EDL): The latency of the linear playout output (which typically serves as input to distribution encoder(s)) to the screen.
-	Packager-Display Latency: The latency after the output of the distribution encoder to the screen.
-	CDN latency: The delay caused by the CDN delivery from CDN input to CDN output.
-	Live Edge Start-up Delay (LSD): The time between a user action (service access or service join) and the time until the first media sample of the service is perceived by the user when joining at the live edge. Typically also the channel change time.
-	Seek Start-up Delay (SSD): The time between a user action (service access or service join) and the time until the first media sample of the service is perceived by the user when seeking to a time shift buffer.
Those two categories, latency and delay are subject to be controllable by the service provider for a consistent service offering. In the remainder, primarily the Encoder-Display Latency (EDL) and the Live Edge Start-up Delay are considered, but for some use cases also the End-to-End Latency (EEL) may be relevant. Figure 5.11.1‑1 provides a schematic overview of the different latencies.
[image: Graphical user interface, application

Description automatically generated]
[bookmark: _Ref36234973]Figure 5.11.1‑1: Different latencies and delays relevant for low-latency distribution
The Low Latency DASH scenario is a variant of the Live Services recommended approach focused on ensuring that the Encoder-Display Latency of the DASH Media Presentation is comparable to the latency when distributing over terrestrial, cable or satellite broadcast. Latency in broadcast is not a unique universal value, as it is influenced by many factors such as the duration of the broadcast encoding pipeline, the latency of the transport channel which can slightly differ per type (satellite, cable, IPTV or, DTT...), or the artificial delays introduced by local content moderation regulations. However, most of the measurements converge on a 3 - 10 seconds latency between the moment where the source signal is acquired for encoding and the moment when it's played back on the TVs, i.e the EDL. Start-up delay requirements are typically in the range of 1-2 seconds. For details refer to [9].
As a possible solution that is considered backward-compatible to existing clients is provided in the following. Low-latency mode are supported to minimize the architectural impacts on existing workflows. Figure 5.11.1‑2 provides a basic flow of information for operating a low-latency DASH service as defined in DASH-IF’s Low-latency Modes for DASH [10]. The DASH packager gets information on the general description of the service as well as the encoder configuration. The encoder produces CMAF chunks and fragments. The chunks are mapped by the MPD packager onto Segments and provided to the network in incremental fashion using HTTP/1.1 chunked transfer.
[image: Diagram

Description automatically generated with low confidence]
Figure 5.11.1-2 Basic operation flow Low-Latency DASH
HTTP chunked transfer coding needs to be supported up from the ingest into the packager up to the CDN edge, whereas the last mile delivery is expected happen using HTTP chunked transfer coding or HTTP in regular mode. If HTTP chunked transfer coding is supported by the DASH player, it basically means that a media segment carrying the latest moment of the program (also known as the "live edge time" as defined in clause 4 of this document) could be consumed on the player while it's still being produced by the encoder and the packager.
In case chunked segments are used, clients may want to access partially available Segments for example for fast random access, see ISO/IEC 23009-1 [11]. However, requesting available byte ranges of a partially available Segment, i.e., Segments still being produced, is not consistently supported in CDNs, but solutions are provided in RFC8673 [X6]. This functionality may also be needed to support common segment handling for low-latency DASH and low-latency HLS.
Key aspects for low-latency live distribution include:
-	Consistent support for chunked transfer from ingest to client.
-	Support for partially access of non-complete resources.
-	End-to-end optimizations to support the latency requirements.
DASH-IF is currently also investigating even lower-latency distribution [X] using technologies that are beyond regular segment based streaming using webRTC. 
As part of this discussion, also a requirement on Audience Drift Gap (ADG) is defined, referring to the time difference between the first user to see a frame of media and the last user to see that same frame of media. This KPI is expected to be monitored and may be controlled and subject of a requirement.
[bookmark: _Toc88198211]5.11.2	Deployment Architectures
[bookmark: _Toc88198212]5.11.2.1	Distribution of low-latency media streams
A deployment architecture suitable for low-latency CMAF streaming is shown in Figure 5.11.2.1-1.
[image: Timeline

Description automatically generated]
Figure 5.11.2.1-1 Deployment architecture for low-latency CMAF streaming
In this case:
1.	A live stream is ingested into a live encoder.
2.	The encoded stream is packaged into CMAF chunks.
3.	The packaged CMAF chunks are uploaded to an origin server using chunked transfer encoding input.
4.	Segments are then available for retrieval by a CDN on demand and moved through the CDN all the way to the client.
5.11.2.2 [bookmark: _Toc88198213]Operation Point – Establishment and Monitoring
This clause deals with providing consistent quality as part of an operation point. Figure 5.11.2.2-1 provides a basic setup on how operation points and policies can be matched. The content defined Operation points as shown in the user plane setup in Figure 5.11.2.2-1. Service Operation points define long lived profiles that will be used by streaming sessions as references. Based on communication with the application, the device characteristics, and so on, the media player selects an operation point that is determined by parameters as defined in Table 5.11.1.3-1. Based on these parameters, the policies in the 5G network are established, based on well defined policy templates. Policy templates represent long term agreements made between the AP and the MNO. The streaming session uses at most one of the allowed policy templates at any point in time.
[image: ]
Figure 5.11.2.2-1 Operation Point work flow
The above work flow is expected to be operational for 5G Media Streaming as defined today in TS 26.512. What is needed in order to execute the workflow is the following
1)	Well-defined operation points in the content. The Service Description as defined in ISO/IEC 23009-1 is mentioned in TS 26.512 as a high-level statement 
The MPD may contain a one or several ServiceDescription elements that include operational parameters. The MPD may also include multiple configurations for the media (different codecs, different content protection, different resolutions, etc.), for example for playback under different operating policies. The handling of this information is documented in clause 13.2.
but not yet is TS 26.247. More details are needed.
2) 	The information on dynamic policies, network assistance and metrics reporting are not yet documented in TS 26.512 on M6. Clause 12.2 is incomplete for Dynamic Policy Information and Network Assistance information 
3)	Metrics are not defined yet on the media player interface, this clause is empty as well. In particular, it would be needed to inform the MSH, to what extent the client is able to obey the selected operation point parameters and to what extent not.
5.11.3	Collaboration Scenarios
The following collaboration scenarios may be considered:
1. Live content is provided to the MNO as an (uncompressed or mezzanine-compressed) contribution feed, and the MNO does the encoding and packaging for distribution. The live content is augmented with Service Operation Points that support content generation. Policy templates may either be generated by the MNO matching the operation points, or they may be provided from external. If provided external, these are expected to match the service operation points. In another case, service operation points may be derived by the MNO based on agreed policy templates. 
1. Live content is encoded and packaged by the content provider (for example as low-latency CMAF) and uploaded to the MNO. The MNO may produce an MPD for its distribution. However, the content provider augments the media with production and/or encoding timestamps (e.g. producer reference times) in order to permit latency measurements. The live content is augmented with Service Operation Points provided externally, that provide a mapping of CMAF structures to operation points. Policy templates may either be generated by the MNO matching the operation points, or they may be provided from external. If provided external, these are expected to match the service operation points. In another case, service operation points may be derived by the MNO based on agreed policy templates.
1. The origin server is external to the MNO network and content is pulled through the 5GMS AS on demand by the clients. The Service Operation Points are included in the manifest. The policy templates are either derived or provided by the MNO to match the service operation points.
[bookmark: _Toc88198216]5.11.4	Mapping to 5G Media Streaming and High-Level Call Flows
[bookmark: _Toc88198217]5.11.4.1	General: Distribution of “Operation Point Services”
This clause provides an extension to the general call flow in TS 26.501, clause 6.2.3 in order to address operation point services. 


Figure 5.11.4.1-1: High Level Procedure for DASH content for Operation Point Handling
Prerequisites:
-	The 5GMSd Application Provider has provisioned the 5G Media Streaming System and has setup content ingest.
-	The 5GMSd Aware Application has received the service announcement from the 5GMS Application Provider.
[bookmark: _Hlk24635898]Extended Steps:
1:	Policy Templates are defined
12:	Media Player informs application on available Operation Points.
13:	Application Selects Operation Point
14:	Media Player provdes operation point parameters to MSH
15:	MSH selects dynamic policy
26: MSH sends operation point related measurements and events to AF
5.11.4.2	Collaboration 1: MNO provides encoding and packaging
In this case, the specific aspects are as follows:
1) A native stream is ingested into the network. This may be an MPEG-2 TS stream, an RTMP stream, etc. The stream may have time codes included that relate media time to real-time.
2) Along with the ingest, a provisioning agreement between the content provider and the MNO exists on one or several operation points and dynamic policy templates. It may be that only one of the two is defined, and the other one is derived, or both are defined.
3) The MNO encodes, packages and distributes the content according to the agreed operation points. The encoding and packaging may take into account the information from the operation points, but may also take into account the information in the ingested media stream in order to control the latency.
4) The operation point metrics are used by the MNO to validate that the service operation point is met, or to adjust policy templates accordingly. 
[bookmark: _Toc88198218]5.11.4.3	Collaboration 2: MNO provides DASH distribution
In this case, the specific aspects are as follows:
1) CMAF content is provided externally. The content is announced to the MNO for distribution. 
2) The ingest happens in a way such that the latency requirements can be met. 
3) A provisioning agreement between the content provider and the MNO exists on one or several operation points and dynamic policy templates. It may be that only one of the two is defined, and the other one is derived, or both are defined.
4) The MNO distributes the content according to the agreed operation points, i.e. meeting bandwidth and latency requirements. The MNO generates the playlists accordingly, for example the MPD and the HLS manifest.
5) The operation point metrics are used by the MNO to validate that the service operation point is met, or to adjust policy templates accordingly. 
[bookmark: _Toc88198219]5.11.4.4	Collaboration 3: MNO acts as CDN
In this case, the specific aspects are as follows:
1) DASH or HLS content is provided externally. The content is announced to the MNO for distribution. 
2) The ingest happens in a way such that the latency requirements can be met. 
3) A provisioning agreement between the content provider and the MNO exists on one or several operation points and dynamic policy templates. It may be that only one of the two is defined, and the other one is derived, or both are defined.
4) The MNO distributes the content according to the agreed operation points, i.e. meeting bandwidth and latency requirements. 
5) The operation point metrics are used by the MNO to validate that the service operation point is met, or to adjust policy templates accordingly.
5.11.4.4	Operation Point Example
An example for an operation point is provided below
· Mode = Live
· maxBufferTime = 4000
· switchBufferTime = 500
· Latency: target=3000, maximum=5000, minimum=3000
· PlaybackRate: max=1.2, min=0.8
· Bandwidth: target = 4000000, max=6000000, min=1000000 
[bookmark: _Toc88198220]5.11.5	Potential open issues
The following aspects are not yet addressed in the current 5G Media Streaming specification
· On M1d:
- 	The establishment of consistent provisioning for Live TV services of different scale, providing the required operation points.
-	The ability to support collaboration scenario 1, for which the MNO provides encoding and packaging
· On M2d:
- 	Ingest protocols that support chunk-based ingest and do not add latency by the use of chunked transfer. (No aggregation of chunks into resources.)
-	Signaling of operation points along with the content
· On M4d:
- 	Consistent support of low-latency streaming formats
-	Time Sync between server and client
· On M5d:
- 	Metrics to monitor the operation of the service and if it meets operation, in particular the latency
· On M6d:
- 	Dynamic policies, network assistance and metrics reporting.
· General support:
Support TV Service requirements
[bookmark: _Toc88198221]5.11.6	Candidate Solutions
For the above open issues, the following candidate solutions are considered
· On M1d:
- 	Policy Template Updates to support TV Services
-	Provisioning extension to support collaboration scenario 1, 2 and 3
· On M2d:
- 	DASH-IF Ingest Specification: https://dashif-documents.azurewebsites.net/Ingest/master/DASH-IF-Ingest.html
-	MPD Extensions to support signaling of operation points using Service Description
· On M4d:
- 	DASH-IF Low-Latency Extensions: https://dash-industry-forum.github.io/docs/CR-Low-Latency-Live-r8.pdf
-	UTC Time Sync that can be used by the 5GMS AS and the 5GMS Client on order to measure latency correctly. A 3GPP based network functionality may be provided.
· On M5d:
- 	Updates of DASH metrics for monitoring of latencies and audience draft gaps
· On M6d:
- 	Extensions to M6 to address the requirements.
· General support:
- 	DASH-IF Low-Latency Extensions: https://dash-industry-forum.github.io/docs/CR-Low-Latency-Live-r8.pdf

image1.png
Encoder-to-End Latency (EEL)

Live stream latency = end-to-end latency = glass-to-glass latency = hand-waving latency

o = -

CAMERA PRODUCTION OTT ENCODER

Live Edge Start-up Delay
| Channel Change Time

Connection latency |
(RTT)

Encoder-Display Latency (EDL)




image2.png
Service
Description

Encoder
DASH Segment
CNC CNC cl CNC CNC H
DASH HITP g
Gurk ok
- Packager
CH = CMAF Header
CNC = CMAF non-initial chunk

CIC = CMAF initial chunk
Regular
« DASH

Client
CDN stores

Segments
Low-Latency
DASH
Client





image3.png
Achievable 2s glass to glass latency with 1.5s latency target set on dash.js

Referencetime
>3
L0 0 0]
Streamline Server
- NICE!!
<o/ No custom settings: NICE!!!

LIVEPACKAGING ORIGINATION HTMLPLAYBACK
Streamline Server Nginx CDN
Live | )|
q Chunkedtransfer S m Chunkedtransfer Chunkedtransfer
encoaer encodingingest STREAMLINE  SOUICIH encoding egress encodingegress
(HTTPPU Ingest (PULL)”_stield (PULL) (PULL)
Requests collapsing
Nginx
dash.js 2.9.2+
in /etc/nginx/sites-available/default
Ngi player.setlowLatencyEnabled(true);
anx # Expires map player.setLiveDelay(1.5);
map $sent_http_content_type $expires { player setCatchUpPlaybackRate(0.2);
S default off, player setAutoPlay(true);
rtmp { application/dash+xml  5s;
" video/MP4. 24h; +++ sefCatchupPlaybackRate /
i : 1935; } setlowLatencyMinDrift /
|I)Tneg"305' 3 setlowLatencyMaxDriftBeforeSeeking
buflen 100ms; server {
wait_key on; bcah::p;;;‘lld%arshlr‘\,(mauéw {
10ms; 3
m:?y m’glsﬁod jet; add_header Cache-Control public; location /idash {
application m: ag { client_max_body._size 100M; client_max_body._size 100M;
e proxy_request_buffering off; proxy_request_buffering off;
P chunked_transfer_encoding on; chunked_transfer_encoding on;
1 proxy_max_temp_file_size 1024m; proxy_max_temp_file_size 1024m;
} proxy_buffer_size 8k; proxy_buffer_size 8k;
proxy_buffers 8 8k; proxy_buffers 8 8k;
proxy_buffering on; proxy_buffering on;
proxy_http_version 1.1; proxy_http_version 1.1;
proxy_pass http://127.0.0.1:8080; proxy_pass htp://127.0.0.1:8080;
3 3

expires $expires;

}




image4.png
5GMSd Aware Application

NEF —4d
Mé6d
PCF - N5 |—
1\ /1 C
Exposed ARY) ——5GMSd Scope
5GMSd Client — — 5GS Scope — —
UE - 5GS || External | ..., Out of scope------

M3d

DN

5GM
Applicd
Provi¢





image5.wmf
5

G

M

S

d

-

A

w

a

r

e

A

p

p

l

i

c

a

t

i

o

n

M

e

d

i

a

 

P

l

a

y

e

r

M

e

d

i

a

 

S

e

s

s

i

o

n

 

H

a

n

d

l

e

r

5

G

M

S

d

 

A

F

5

G

M

S

d

 

A

S

5

G

M

S

d

A

p

p

l

i

c

a

t

i

o

n

P

r

o

v

i

d

e

r

1

:

 

E

s

t

a

b

l

i

s

h

 

P

o

l

i

c

y

 

T

e

m

p

l

a

t

e

s

2

:

 

S

e

r

v

i

c

e

 

A

n

n

o

u

n

c

e

m

e

n

t

 

a

n

d

 

C

o

n

t

e

n

t

 

D

i

s

c

o

v

e

r

y

3

:

 

S

e

l

e

c

t

M

e

d

i

a

 

C

o

n

t

e

n

t

4

:

 

I

n

i

t

i

a

t

e

 

M

e

d

i

a

 

P

l

a

y

b

a

c

k

(

M

e

d

i

a

 

P

l

a

y

e

r

 

E

n

t

r

y

)

5

:

 

S

e

r

v

i

c

e

 

A

c

c

e

s

s

 

I

n

f

o

r

m

a

t

i

o

n

 

a

c

q

u

i

s

i

t

i

o

n

o

p

t

6

:

 

S

t

a

r

t

 

M

e

d

i

a

 

P

l

a

y

b

a

c

k

(

M

e

d

i

a

 

P

l

a

y

e

r

 

E

n

t

r

y

)

7

:

 

E

s

t

a

b

l

i

s

h

 

t

r

a

n

s

p

o

r

t

 

s

e

s

s

i

o

n

 

f

o

r

 

t

h

e

 

m

a

n

i

f

e

s

t

8

:

 

R

e

q

u

e

s

t

 

M

P

D

 

(

E

n

t

r

y

 

P

o

i

n

t

)

9

:

 

O

K

(

M

P

D

)

1

0

:

 

P

r

o

c

e

s

s

M

P

D

1

1

:

 

M

P

D

 

R

x

 

N

o

t

i

f

i

c

a

t

i

o

n

1

2

:

 

I

n

f

o

r

m

 

o

n

 

a

v

a

i

l

a

b

l

e

 

O

p

e

r

a

t

i

o

n

 

P

o

i

n

t

s

1

3

:

 

S

e

l

e

c

t

 

O

p

e

r

a

t

i

o

n

 

P

o

i

n

t

1

4

:

 

P

r

o

v

i

d

e

 

O

p

e

r

a

t

i

o

n

 

P

o

i

n

t

 

P

a

r

a

m

e

t

e

r

s

1

5

:

 

S

e

l

e

c

t

 

d

y

n

a

m

i

c

 

p

o

l

i

c

y

1

6

:

 

D

R

M

 

L

i

c

e

n

s

e

 

a

q

u

i

s

i

t

i

o

n

o

p

t

1

7

:

 

C

o

n

f

i

g

u

r

e

 

p

l

a

y

b

a

c

k

p

i

p

e

l

i

n

e

1

8

:

 

E

s

t

a

b

l

i

s

h

 

t

r

a

n

s

p

o

r

t

 

s

e

s

s

i

o

n

 

f

o

r

 

c

o

n

t

e

n

t

(

o

p

t

i

o

n

a

l

 

T

r

a

n

s

p

o

r

t

 

S

e

s

s

i

o

n

 

P

a

r

a

m

e

t

e

r

s

)

1

9

:

 

N

o

t

i

f

i

c

a

t

i

o

n

(

T

r

a

n

s

p

o

r

t

 

S

e

s

s

i

o

n

 

P

a

r

a

m

e

t

e

r

s

)

2

0

:

 

R

e

q

u

e

s

t

 

I

n

i

t

i

a

l

i

z

a

t

i

o

n

 

I

n

f

o

r

m

a

t

i

o

n

(

s

)

2

1

:

 

O

K

(

I

n

i

t

i

a

l

i

z

a

t

i

o

n

 

I

n

f

o

r

m

a

t

i

o

n

(

s

)

)

l

o

o

p

2

2

:

 

R

e

q

u

e

s

t

 

M

e

d

i

a

 

S

e

g

m

e

n

t

(

s

)

2

3

:

 

M

e

d

i

a

 

C

o

n

t

e

n

t

2

4

:

 

R

e

p

e

a

t

2

5

:

 

P

r

o

v

i

d

e

 

o

p

e

r

a

t

i

o

n

 

p

o

i

n

t

 

r

e

l

a

t

e

d

 

m

e

t

r

i

c

s

2

6

:

 

s

e

n

d

 

o

p

e

r

a

t

i

o

n

 

p

o

i

n

t

 

m

e

t

r

i

c

s

2

7

:

 

C

h

a

n

g

e

 

O

p

e

r

a

t

i

o

n

 

P

o

i

n

t

2

8

:

 

P

r

o

v

i

d

e

 

O

p

e

r

a

t

i

o

n

 

P

o

i

n

t

 

P

a

r

a

m

e

t

e

r

s

2

9

:

 

U

p

d

a

t

e

 

r

e

q

u

e

s

t

s

 

b

a

s

e

d

 

o

n

 

n

e

w

 

O

p

e

r

a

t

i

o

n

 

P

o

i

n

t

h

t

t

p

:

/

/

m

s

c

-

g

e

n

e

r

a

t

o

r

.

s

o

u

r

c

e

f

o

r

g

e

.

n

e

t

 

v

6

.

4


oleObject1.bin

