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At the last SA4#112-e meeting the group discussed test methodologies for IVAS codec testing based on an input by the source [1]. One conclusion was that the methodologies should be well-suited to the relevant IVAS use cases/usage scenarios and their relevant audio content. 
Considering that the IVAS codec is intended for conversational voice and VR telephony and conferencing use cases on the one hand and user generated live and non-live content streaming use cases on the other hand, the prevalent audio content will be (immersive) voice and ambience for the former and generic immersive audio for the latter. 
This suggests that a comprehensive evaluation of the IVAS codec will require both speech transmission quality-oriented and audio quality-oriented methodologies. Speech transmission quality-oriented methodologies are ITU-T P.800 or P.811 relying on naïve listeners assessing the quality for ‘typical’ material, while audio quality-oriented methodologies are e.g. ITU-R BS.1534 (Mushra) or BS.1116 relying on expert (or at least experienced) listeners and ‘critical’ material. ITU-R BS.1285 with relaxed requirements on listeners (compared to BS.1116) rather falls into the former category.
Test material generation/collection and workflows   
Whether to test with typical material speech using naïve listeners or with critical audio material using expert/experienced makes a big difference for the generation or collection of such original materials and for the workflows of how to make the processed materials available to the listening labs. In the following these two different cases are discussed in more detail.
Test material generation for audio quality tests with expert/experienced listeners
As stated above, audio quality tests with expert/experienced listeners typically rely on critical material. To provide the listening labs with the materials for such tests the following steps are well established practice (see for instance 3GPP audio codec selection):
· Requirement definition of the test items (typically as part of test plan)
SA4 to set requirements, e.g. in terms of addressed IVAS use case(s), audio formats, audio content, etc.
· Call for candidate materials.
SA4 to invite companies to submit candidate materials that they may own from previously or have produced specifically for this activity, in any case meeting the requirements. 
· Material review and pre-selection
SA4 (or some subcommittee mandated by SA4) to review the suitability of the submitted materials in terms of meeting the requirements and the expected criticalness. Suitable materials will be retained for subsequent listening tests in a test material pool.
· Random selection of test material
The original material to be used for an actual test is chosen based on a random selection out of the test material pool.
· Processing lab action
A processing lab processes the material selection through all experimental conditions.
· Listening lab action
The listening labs receive the processed test material and start testing.

It can be noted that this workflow is relatively straightforward and guarantees good repeatability/reproducibility of the experiments. The listening labs are only involved at the end of the process. 
Test material generation for speech transmission quality tests with naïve listeners 
Speech transmission quality tests with naïve listeners typically require that the tests are carried out in the native language of the listeners. This is the main reason why the preparation of such tests has a different workflow. Here are the well-established essential steps:
· Requirement definition of the test items (typically as part of test plan)
SA4 to set requirements, e.g. in terms of addressed IVAS use case(s), audio formats, audio content, etc.
· Listening lab action 1
The listening lab generates/collects a set of raw speech materials (clean speech sentences in the native language of the listeners) meeting the test plan requirements and provides it to the processing lab.
· Processing lab action
The processing lab processes the raw speech materials (potentially along with other raw materials obtained according to a process similar to 3.1 (e.g. background noise)) through all experimental conditions.
· Listening lab action
The listening lab receives the processed test material and starts testing.
It is notable that this workflow has been applied in most 3GPP or ITU-T speech codec standardization efforts. However, whether and how it can also be adopted for IVAS standardization requires a deeper look. One important aspect in earlier efforts was that listening lab action 1 required very little efforts for a listening lab. A lab could either use pre-recorded sentences from earlier exercises or from a commercial speech database, or at maximum do own recordings of clean speech items. The latter is relatively easy following the guidelines of the ITU-T handbook [2] and ITU-T recommendation P.800 [3]. 
For IVAS, however, the situation is less straight forward. Speech material items to be coded with an IVAS candidate codec (and references) will not be representable by a single mono signal but will rather be immersive or at least stereo signals. To obtain such items, the following approaches are conceivable:
· In-situ approach
The listening labs would do all stereo/immersive capture by themselves, following a detailed test specification. Assuming for instance a listening test with conditions reflecting a use case with audio capture in a conference room, the labs would firstly have to find/setup a conference room according to test plan requirements, then placing talkers (humans) at the designated positions in that room and letting them speak the relevant sentences while doing spatial sound recordings of the audio at designated microphone positions, with well-specified microphones. 
This example makes clear that while such in-situ recordings may allow obtaining realistic original test material, this approach is generally a huge effort which may in many cases be impractical, too costly, and may go far beyond the capabilities of a listening lab both in terms of expertise and the needed equipment. Repeatability and reproducibility would be a major problem since it would serious practically problems to repeat an equivalent recording at a different site, for instance if the equivalent material would be needed by another listening lab running the same experiment in another language. 
· Simplified in-situ approach
A simplification of the in-situ approach would be to have a particular processing lab that would convert mono sentences received from the different listening labs to stereo/immersive items by placing a loudspeaker at the designated talker positions in the specified rooms, playing back the sentences while doing the specified stereo/immersive recordings. However, this would remain a significant effort and good repeatability/reproducibility might still be questionable. Also, SA4 would have very limited possibilities to control the correctness of the processing.
· Model-based approach
The model-based approach in contrast aims at obtaining stereo/immersive audio samples starting from mono input samples and a mathematical model of the relevant acoustical environment. This approach allows listening labs to use their own mono speech material as in past exercises and moves all signal processing from the mono speech sample to the IVAS candidate codec input item to the preprocessing stage of the experimental processing.
The essential steps of this model-based approach are the following:
1. Start from single speech sentence samples (e.g. Harvard sentences) recorded in dry and clean environment obtained from the respective listening lab, following suitable guidelines of e.g. [2], [3].
2. Have stereo/spatial room impulse responses (SRIR) respective
a) the room/environment,
b) the relevant talker positions,
c) the relevant stereo/spatial microphone positions and orientations.
3. Filter (convolve) sentence samples with SRIR, then do loudness normalization.
4. Combine with another stereo/spatially filtered sentence to obtain a sentence pair.
5. Add stereo/spatial noise respective the room/environment with predetermined loudness level.
It is to be noted that the required SRIR would have to be obtained well in advance, e.g., from volunteering organizations. These SRIRs would have to meet certain requirements defined in the test plan. Having them well in advance would SA4 give good possibilities to verify their correctness and their meeting of the requirements.  
Comparing the three approaches, the source believes that while the in-situ approach may generate the most realistic stereo/immersive original test material, it is also most impractical. The remaining simplified in-situ and the model-based approach may introduce a certain lack of realism mainly resulting from the fact that a human speaker will be replaced by a loudspeaker. Both lead to similar results in terms of realism if SRIRs can be recorded with high quality. The source has good experience with SRIR recordings and thus believes that once the SRIRs are available, the model-based approach is preferable due to practical advantages as well as good repeatability/reproducibility and controllability.  
Conclusion and Proposal
The IVAS codec will support conversational voice and VR telephony and conferencing use cases on the one hand and user generated live and non-live content streaming use cases on the other hand. Consequently, comprehensive IVAS codec evaluations should adopt test methodologies suitable for both cases. There should thus be audio quality tests with expert/experienced listeners and speech transmission quality tests with naïve listeners. 
The contribution has presented basic workflows for test material creation for both cases. Test material generation for audio quality tests should follow the traditional workflow of pre-selecting critical material by the SA4 committee and then making a random selection of the actually used test items.
For test material generation for speech transmission quality tests with naïve listeners it was shown that the traditional workflow with relying on raw speech sentences from the listening labs may run into practical problems. However, the source believes that these problems can be overcome using a model-based approach relying on filtering raw mono speech with stereo/spatial room impulse response filters of the relevant acoustical environments. While recording SRIRs is a significant effort, this remains a once-for-all effort which enables straightforward generation of realistic test materials in a repeatable/reproducible and controllable process.
It is proposed to adopt the presented workflows for test material creation. It is further proposed to explore in detail the model-based approach for the material generation for IVAS speech transmission quality tests by collecting and assessing SRIRs for different acoustical environments and for different stereo/immersive audio input formats. The source is willing to contribute to that work by sharing own experience.  
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