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[bookmark: _Toc63784936]FIRST CHANGE
7	Potential Solutions
This clause provides potential solutions for the standardization areas identified in Clause 6.
7.1	General
(SNIPPED)
7.2	Key Issue #1: Support of multicast ABR in 5G Media Streaming Architecture
7.2.1	Mapping of DVB‑MABR and CableLabs MABR reference architectures to 5MBS reference architecture for Scenario #1
(SNIPPED)
7.2.2	Interworking of DVB‑MABR reference architecture with 5MBS reference architecture for Scenario #2
7.2.2.1	Introduction
With reference to an external Multicast ABR system interworking with a 5MBS System as described in clause 5.2.3, a different arrangement of logical functions and reference points is needed from that of Scenario #1.
Multicast ABR Scenario #2 may be realised by the following deployment models outlined in clause 5.4 of the present document:
-	Collaboration B2 (see clause 5.4.3) where all media-related functions are deployed in an External DN and a multicast packet stream is injected into the MBSTF in the Trusted DN at reference point xMB-U (Rel‑17), as depicted in Figure 4.4.1.3‑1. Because the externally generated multicast packet stream emulates the candidate 5MBS Delivery Method for segmented media, the 5MBS Client can receive it and can perform AL‑FEC and unicasr repair procedures on the packet payloads as needed. Furthermore, a standard 5GMSd Client can play the role of the 5BMS-Aware Application.
	Unicast repair operations use the 5MBS AS as a proxy to a Content hosting function in the External DN.
-	Collaboration C (see clause 5.4.4) where all media-related functions are deployed in an External DN and a multicast packet stream is injected into the MBSTF in the Trusted DN at reference point xMB-U (Rel‑17), as depicted in Figure 4.4.1.3‑1. Because the externally generated multicast packet stream emulates the candidate 5MBS Delivery Method for segmented media, the 5MBS Client can receive it and can perform AL‑FEC and unicast repair procedures on the packet payloads as needed. Furthermore, a standard 5GMSd Client can play the role of the 5BMS-Aware Application.
	In this collaboration, the Provisioning function plays the role of an externally hosted 5GMSd AF; the Content hosting function plays the role of an externally hosted 5GMSd AS and the Multicast server provides the MBSTF-like function. As above, unicast repair operations use the 5MBS AS as a proxy to the Content hosting function in the External DN.


	
-	Collaboration D (see clause 5.4.5) which is the same as Collaboration C except that the externally generated multicast packet stream is in an application-specific format that differs from the candidate 5MBS Delivery Method for segmented media, for example the DVB-MABR profile of ROUTE or the CableLabs profile of NORM. In this case, the 5MBS Client can receive the packet payloads, but cannot repair them using 5BMS AL‑FEC or 5MBS unicast repair procedures. The received packet payloads are instead delivered to a 5MBS-Aware Application at MBS‑7 that is responsible for media object reassembly, repair procedures and onward delivery to a media player. In this scenario, the DVB-MABR Multicast gateway function could, for example, play the role of the 5MBS-Aware Application.
7.2.2.2	Interworking architecture for Collaboration D
Figure 7.2.2.2‑1 below shows how the DVB‑MABR reference model (blue functions and reference points) integrates with the 5MBS reference model for User Services (green functions and reference points) and the 5MBS reference model for 5GC (grey functions and reference points) particularly in the case of Collaboration D.
[image: ]
NOTE:	Because use of the unicast path is uncoordinated with 5MBS functions in Collaboration D, reference point MB‑N9 between the MB-UPF and UPF is omitted.
Figure 7.2.2.2‑1: Interworking between the DVB‑MABR reference model and the 5MBS reference model
The following aspects of the interworking are noteworthy.
In the control plane:
1.	The content provider’s Provisioning function is integrated with the MBSF at reference point xMB‑C (Rel‑17). This is used to provision a transport-only 5MBS delivery session for each target DVB-MABR multicast transport session (see point 4 below), plus an additional delivery session to convey the DVB-MABR multicast gateway configuration transport session.
As part of this interaction, the multicast addresses to be used in the data plane are nominated by the MBSF.
2.	The MBSF configures the transport-only 5MBS delivery sessions in the MBSTF via interface Nx2.
3.	The multicast addresses to be used in the data plane are included in the DVB-MABR multicast server configuration instance document passed by the Provisioning function to the Multicast server at reference point CMS. (This includes the transport parameters for each multicast transport session, plus those for the multicast gateway configuration transport session.)
4.	The availability of the transport-only 5MBS delivery sessions is advertised to the 5MBS Client by the MBSF in the conventional manner at reference point MBS‑5.
5.	The Multicast gateway is notified by the 5MBS Client about the availability of transport-only 5MBS delivery sessions via the MBS‑6 API.
In the user plane:
6.	The Multicast server is integrated with the MBSTF at reference point xMB-U. Multicast packets are tunnelled across the network between the External DN and the Trusted DN.
7.	The MBSTF uses the transport-only Delivery Method to deliver these multicast packets to the 5BMS Client on the UE via MBS‑4‑MC.
8.	Using the notifications received from the 5MBS Client in step 5 above, the DVB‑MABR Multicast gateway function subscribes to the desired multicast transport sessions by invoking the appropriate MBS‑6 API call on the 5MBS Client. Dynamic adaptation between multicast transport sessions is achieved by making appropriate MBS‑6 API calls to unsubscribe from one and subscribe to another.
9.	In particular, the Multicast gateway subscribes to the multicast gateway configuration transport session as soon as it is announced at MBS-6 in order to acquire the multicast gateway configuration instance document and any other multicast delivery objects provided on the multicast gateway configuration transport session, such as presentation manifests and/or initialisation segments.
10.	The 5MBS Client on the UE receives multicast packets at MBS‑4‑MC for subscribed transport-only 5MBS delivery sessions and routes them to the correct 5MBS-Aware Application (here, the Multicast gateway function) via reference point MBS‑7.
NOTE:	The 5MBS Client does not attempt to make good any missing or corrupted multicast packets in this collaboration scenario.
11.	The Multicast gateway parses and reassembles received multicast packets into playback delivery objects, as normal. It may apply Application‑Level Forward Error Correction to repair missing packets, as configured in the multicast gateway configuration instance document received in step 9. It may also perform HTTP-based unicast repair at reference point A, as configured in the multicast gateway configuration instance document. Reference point A is realised via a conventional PDU Session.
12.	Intact playback delivery objects are exposed to the Content playback function as normal at reference point L.
END OF CHANGES
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