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1 Introduction
We are currently in the progress to develop a quality evaluation tool. It follows the logic from below as documented in clause 8.3.5.3 of the permanent document in S4-210278.

[image: image17.png]100

10

0.1

0.01

0.001

0.0001

Percentage Corrupted Video

Config 3
Config 4
Config 5
Config 6

Low

Delivered
Quantizer/Video Quality

High




2 Test Channel
In order to run simulation results for P-Traces, a test channel should be be defined. The test channel address two aspects:

· Permit to emulate typical radio conditions in terms delays and losses.
· Permit to evaluate the application quality for different representative radio conditions.
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It is proposed that a test channel is developed in SA4 taking into account input from RAN1 and possibly SA2.
Note that the test channel should preferably also be aligned with the QoS Model as defined in TS 23.501, clause 5.7. Note that TS 23.501 defines the following QoS characteristics

· Clause 5.7.3.2: Resource type (Non-GBR, GBR, Delay-critical GBR)
· A GBR QoS Flow uses either the GBR resource type or the Delay-critical GBR resource type. The definition of PDB and PER are different for GBR and Delay-critical GBR resource types, and the MDBV parameter applies only to the Delay-critical GBR resource type.
· A Non-GBR QoS Flow uses only the Non-GBR resource type.

· Clause 5.7.3.3: Priority Level;
· The Priority Level associated with 5G QoS characteristics indicates a priority in scheduling resources among QoS Flows. The lowest Priority Level value corresponds to the highest priority.
· Clause 5.7.3.4: Packet Delay Budget (including Core Network Packet Delay Budget);

· The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the N6 termination point at the UPF. For a certain 5QI the value of the PDB is the same in UL and DL. In the case of 3GPP access, the PDB is used to support the configuration of scheduling and link layer functions (e.g., the setting of scheduling priority weights and HARQ target operating points). 

· For GBR QoS Flows using the Delay-critical resource type, a packet delayed more than PDB is counted as lost if the data burst is not exceeding the MDBV within the period of PDB and the QoS Flow is not exceeding the GFBR. For GBR QoS Flows with GBR resource type not exceeding GFBR, 98 percent of the packets shall not experience a delay exceeding the 5QI's PDB.

· Clause 5.7.3.5: Packet Error Rate;
· The Packet Error Rate (PER) defines an upper bound for the rate of PDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). 
· Thus, the PER defines an upper bound for a rate of non-congestion related packet losses. The purpose of the PER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access). For every 5QI the value of the PER is the same in UL and DL. For GBR QoS Flows with Delay-critical GBR resource type, a packet which is delayed more than PDB is counted as lost, and included in the PER unless the data burst is exceeding the MDBV within the period of PDB or the QoS Flow is exceeding the GFBR.

· Clause 5.7.3.6: Averaging window (for GBR and Delay-critical GBR resource type only);
· Each GBR QoS Flow shall be associated with an Averaging window. The Averaging window represents the duration over which the GFBR and MFBR shall be calculated (e.g. in the (R)AN, UPF, UE).

· Clause 5.7.3.7: Maximum Data Burst Volume (for Delay-critical GBR resource type only).
· Each GBR QoS Flow with Delay-critical resource type shall be associated with a Maximum Data Burst Volume (MDBV).

· MDBV denotes the largest amount of data that the 5G-AN is required to serve within a period of 5G-AN PDB.

· Every standardized 5QI (of Delay-critical GBR resource type) is associated with a default value for the MDBV (specified in QoS characteristics Table 5.7.4.1). The MDBV may also be signalled together with a standardized 5QI to the (R)AN, and if it is received, it shall be used instead of the default value.

· The MDBV may also be signalled together with a pre-configured 5QI to the (R)AN, and if it is received, it shall be used instead of the pre-configured value
As of now, we propose to apply the following model and parameters:

1) Packet Error Rate:  
a. Parameters:

i. Packet Error Rate

b. Model: 

i. iid losses independent of the packet size
2) Packet delays: 
a. Parameter:

i. max_delay

b. Model
i. iid distributed latency between 0 and a max_value
Additional aspects of the QoS model and the RAN model should be considered eventually.
3 Updates to Current Text

7.2.7
Video Decoding and Reconstruction

7.2.7.1
Overview

Video decoding and reconstruction primarily addresses to identify areas of the image that are correct and those that are damaged. It also includes the encoding quality of correctly received images.
The reconstruction quality evaluation is based on two aspects, namely the encoding quality and the quality degradation due to lost and late packets. This evaluation is shown in Figure 15.
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Video decoding is based on input from S’-Trace and S-Trace, resulting in V’-Trace.

The following simulation is proposed for identifying damaged CUs:

· Keep a state for each CU
· Damaged

· Correct

· CU is damaged

· If it is part of a slice that is lost for this transmission

· If it is correctly received, but it predicts from a wrong CU
· CU is correct 

· If it is received correctly and it predicts for a non-damaged CU
· Predicting from non-damaged CU means

· Spatial prediction is correct

· Temporal prediction is correct

· Recovering CU done by Intra Refresh and predicting from correct CUs again.
Detailed modelling is provided in clause 7.2.7.3.

7.2.7.2
Configuration

No configuration is applied, but the input parameters are the S and S’-Trace.
7.2.7.3
Modelling

Input information

· S-Trace

· Slice index
· Slice metadata for reconstruction

· For every CU

· Size

· Mode

· Reference

· Quality/QPnew
· PSNR/PSNRnew

· S’-Trace

· Slice index

· Slice availability time

· Recovered slice position (0 => lost, in between, full)
Run the following algorithm:

· Input parameters.

· Parameters of source

· Resolution

· reference frames

· S’-Trace

· Create a map of slices, CU maps (64 x 64) and reference frames 

· Example: 2048 x 2048, 8 slices, 3 reference frames

· Addresses for 2048 / (8 * 64) = 4 rows with 32 CUs for 8 slices in 3 frames maintained.

· For each CU of each frame, store mode:

· Correct

· Damaged

· Unavailable

· Initialize all CUs as unavailable

· For each frame i 

· Get all slices from trace for the frame

· For all slices that are lost

· Mark all CUs as unavailable

· Indicate the slice loss for feedback

· For all slices are received

· Indicate the slice received for “feedback”

· If it is an intra CU, mark it correct

· If it is an inter CU and it references a damaged or unavailable CU, mark it as damaged, otherwise mark it as correct

· Referencing is determined as follows (note a better model may be developed in the future)

· The CU in the new frame references the CU at the same position in the referencing frame is 100% 

· The probability of referencing a neighbouring CU top/bottom/left/right is 50%

· The probability of referencing a neighbouring CU is 50%, if one of the two top/botton/left/right is referenced, and 100% if both are referenced, and is 0% if none are referenced.

· Compute the totally unavailable and damaged CUs in this frame

· Compute the average PSNR for this frame

· avPSNR = PSNR * correctCUs/totalCUs + PSNRwrong (1- correctCUs/totalCUs) with PSNRwrong = 0

· Run this independently for each eye buffer

· Dump this information into a V’-Trace according to format in 7.2.7.4.

· Add the availability time stamp
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7.2.7.4
V’-Trace

For each eye, provide the following information in the V-Trace
· Presentation Time Stamp
· Availability Time Stamp
· POC Picture Order Count - The display order of the frames.

· QPnew Quantization Parameter decided for the frame.

· Bits Number of bits consumed by the frame.

· PSNRnew Peak signal to noise ratio for Y, U and V planes.
· Percentage Correct

· Percentage Lost

· Percentage Damaged
· Total delay Total delay spent to deliver the frame.

· Percentage CU Intra

· Percentage CU Merge

· Percentage CU Skip

· Percentage CU Inter
For details see S4aV200627.
7.2.8
Quality Evaluation per User

7.2.8.1
Overview

The quality evaluation per user is applied to collect the statistics from the simulation. Different evaluation results are carried out taking into account input from V’-Trace, S’-Trace and P’-Trace for left and right eye as shown in Figure 1623.
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Different metrics are obtained, an example is shown in Error! Reference source not found.. A quality threshold may for example be to have at most 0.1 % of damaged video area. Also the quality of the original content may be a threshold. 
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7.2.8.2
Configuration

No configuration is provided, but the inputs of script are the V’-Trace, P’-Trace and S’-Trace for left and right eye.

7.2.8.3
Quality Metrics Definition and Computation

From P’-Traces
· Packet loss rates

· Packet late rates

From S’-Traces

· Slice loss rate

· Area loss rate for slice loss

· Area loss rate for suffix loss

From V’-Trace

· Percentage of damaged area

· Average encoded PSNR

· Average PSNR
8.3.3.7 Q-Trace

For each user and each buffer, the quality is provided.

	Name
	Type
	Semantics

	user
	BIGINT
	User id.

	buffer
	BIGINT
	the buffer information

	type
	TEXT
	video, audio or data

	total_packets
	BIGINT
	Total amount of packets that have been sent

	duration
	BIGINT
	Duration of the simulation in ms

	PLoR
	DOUBLE PRECISION
	Packet loss rate

	PLaR
	DOUBLE PRECISION
	Packet late rate

	SLR
	DOUBLE PRECISION
	Slice loss rate for video, if not present, n/a

	CAR
	DOUBLE PRECISION
	Correct Area rate for video, if not present, n/a

	ALR
	DOUBLE PRECISION
	Area loss rate for video, if not present, n/a

	DAR
	DOUBLE PRECISION
	Area damage rate for video, if not present, n/a

	LDR
	DOUBLE PRECISION
	Area loss and damage rate for video, if not present, n/a

	PSNR
	DOUBLE PRECISION
	Average encoded PSNR for video, if not present, n/a

	PSNRyuv
	DOUBLE PRECISION
	Average encoded PSNRyuv for video, if not present, n/a

	RPSNR
	DOUBLE PRECISION
	Average recovered PSNR for video, if not present, n/a

sum_frame (sum_cu PSNR[frame][cu] * indicator(correct[frame][cu]))/total_CU[frame]
with indicator(condition) = 1 if condition is TRUE and 0 if condition is wrong

	RPSNRyuv
	DOUBLE PRECISION
	Average recovered PSNRyuv for video, if not present, n/a

	MOS
	DOUBLE PRECISION
	Average audio MOS for audio, if not present, n/a


8.3.5.3
RAN Perspective

From a RAN perspective, for each configuration P-Traces for N users are provided. 

The P-Traces are uploaded here:

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces
The P-Traces are input into RAN simulator and P’-Traces are produced.

The resulting P’-Traces for N’ users would then be fed to the quality evaluation piece for multiuser evaluation.
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4 Software

In order to support quality evaluation, we have prepared software tools.
· Implement test channel 

· Random loss according to loss rate

· Delay equally distributed between 0 and max delay

· (Packets throttled to bitrate depending on size) => less important

· Implement Deliver receiver model

· Implement Quality evaluation per User with P’ and S’ trace

· Implement Quality evaluation for multiple Users with P’ and S’ trace

· Implement Decoding Model

· Implement Quality evaluation per User with P’ and S’ and V’ trace

· Implement Quality evaluation for multiple Users with P’ and S’ and V’ trace

5 Initial Results

Based on the traces and configurations available here:
	Configuration
	Basic Content Parameters

	VR2-1
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-2
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 

	VR2-3
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, 1500 byte max packet size packets

	VR2-4
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, unlimited packet size 

	VR2-5
	1 slice per eye buffer, every 8th frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-6
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffers sent interleaved, 1500 byte max packet size 

	VR2-7
	8 slices per eye buffer, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-8
	8 slices per eye buffer, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 


we have produced some initial results with the following test channel.

· "loss_rate": 0.01,

· "max_delay_ms": 50,

· "max_bitrate": 60000000, 
The results were produced for 4 users each.
We understand that the loss rates and delays may be too high, but it was for an initial plausibility checking. 
The results are provided here: https://dash.akamaized.net/WAVE/3GPP/XRTraffic/Test-Results/sample-results-2021-03-31-01.zip and include P’, S’, V’, and Q traces as well as inter arrival plots.
Attached to this document are 8 Q-Traces according to the above trace pattern.
Below are the averaged results for the 4 users and for each of the eye buffers.

	config
	total_packets
	PLoR
	PLaR
	SLR
	CAR
	ALR
	DAR
	LDR
	PSNR
	PSNRyuv
	RPSNR
	RPSNRyuv

	1
	712134
	1.004%
	20.890%
	24.283%
	24.781%
	24.283%
	50.936%
	75.219%
	40057
	40419
	10417
	10535

	2
	230400
	1.010%
	15.105%
	16.115%
	28.803%
	16.115%
	55.082%
	71.197%
	40050
	40412
	12067
	12203

	3
	727022
	0.989%
	22.214%
	25.836%
	24.137%
	25.836%
	50.027%
	75.863%
	39739
	40101
	10083
	10198

	4
	230400
	0.973%
	15.820%
	16.793%
	28.587%
	16.793%
	54.620%
	71.413%
	39742
	40104
	11904
	12039

	5
	528639
	0.989%
	33.336%
	57.392%
	14.175%
	57.392%
	28.433%
	85.825%
	40617
	40979
	6189
	6253

	6
	712220
	1.007%
	7.459%
	11.120%
	30.522%
	11.120%
	58.358%
	69.478%
	40054
	40415
	12772
	12916

	7
	924161
	1.017%
	28.905%
	32.619%
	21.278%
	32.619%
	46.102%
	78.722%
	37290
	37652
	8326
	8427

	8
	230400
	0.972%
	20.822%
	21.793%
	26.494%
	21.793%
	51.713%
	73.506%
	37297
	37659
	10322
	10446


Observations:

1) The packet loss rates are too high and in particular the channel latencies are too high to get meaningful results

a. The packet late rate is too high

b. In between 11 to 50% of the slices are lost

c. The Loss and Damaged Area is 70 to 85%

2) There is a problem with the PSNR for config 7 and 8, which is lower than for lower bitrates. We are investigating this.
3) Best performing is config 6, which does eye buffer interleaving. In this case, the second eye buffer is not blocked in the sending for the right as they are staggered. This is a problem in all other configurations that the second eye buffer causes the packet and slice late losses.

4) Worst performing is the single slice configuration as a single loss results in the loss of an entire frame.

5) The same packet loss rate for larger packets (i.e. mapped to a slice) results in better quality as for smaller packets (as each loss aggregates later to a slice loss).

6) We also identified that handling the frame data too complex, so we plan to create a binary pseudo bitstream.

Conclusions:

1) We are moving into a good direction, but some open issues still

2) We need to fix the bug on PSNR

3) We need to use identify good channel parameters for
a. PLR = 1e-3, 1e-4, 1e-5

b. Latencies = 10ms, 20ms, 30ms (iid), 10ms (iid) for 98% of packets

4) We need to identify to what extent these configurations are useful
6 Proposal
It is proposed to:
1) Address the open issues
2) Progress the channel modelling, possibly by communication with RAN1 and SA2
3) Continue the work for a suitable quality evaluation model for XR traffic

4) Document the initial findings in the PD[image: image9.png]
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Figure � SEQ Figure \* ARABIC �15� Video Decoding Model





Figure � SEQ Figure \* ARABIC �16� Quality Evaluation Framework





Figure � SEQ Figure \* ARABIC �17� Potential Evaluation Graph
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