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Abstract: This contribution examines Device Functions (section 4.2.1.) and Interfaces (section 4.2.3) in TR26.998 v 0.5.0 and recommends revision of the definition of functions and/or the proposed architecture on which TR26.998 0.5.0 is based. 

It seeks to make two points:
1. The “device functions” text in section 4.2.1. may be improved because:
a. The current architecture is under development for the goals of the TR26.998 and does not take into account all the likely future evolutions of AR and MR for which 3GPP standards should be prepared. While TR26.998 suggests that all functions are on device, in fact, this is not the case. Some of the required functions must be on device, but others can be either on or off device. This issue is apparent when, in section 4.2.2 some functions are shown as being on the puck or on the cloud/edge. 
b. subfunctions proposed in section 4.2.1 could be grouped into more thematically consistent functions. 
c. some required or recommended subfunctions are not currently captured.

2. The “Interfaces” text in section 4.2.3 may be improved because: 
a. it relies on the architecture described in section 4.2.1.
b. it describes two interfaces between the world capture and vision engine. 

1. Background & Motivation
The ETSI ISG ARF Functional architecture published in GS ARF 003 [1] describes a complete AR system, including but not limited to the authoring, distribution and delivery of AR experiences.

The 3GPP TR26.998 is being developed to guide future specifications for 5G services, however, upon careful analysis, the proposed architecture is found to be missing important functions or subfunctions. In addition, some functions and subfunctions are not thematically grouped.

If the proposed system architecture for TR26.998 is not modified, there could be future confusion and/or services that focus excessively on some system functions and neglect other functions. An improved TR26.998 system architecture could be based on ETSI ISG ARF functional architecture.


2. Discussion
Section 4.2 of TR 26.998 describes an AR system architecture with seven functional blocks and (in section 4.2.2) four device types. The principle differences between proposed device types are the “split” of functional blocks between the device, puck and network (cloud). 

Using the ETSI ARF as the foundational architecture for TR26.998 would add value to TR26. 998 in three ways: 

1. The eleven functional blocks of ETSI ISG AR Framework cover all the functional blocks proposed in TR26.998 and they group subfunctions thematically. Additionally, ETIS ISG ARF has other subfunctions which are not currently in the TR26.998 architecture. Using the ETSI ISG AR Framework significantly simplifies the architecture for describing Glass-type AR/MR Devices. For example, in TR26.998 cameras, microphones and sensors are separated. In ETSI ARF, they are three possible subfunctions of World Capture.

2. The ARF provides greater detail than the current TR26.998 architecture in two of the functions that are most likely to be distributed between network and device: World Analysis and World Storage. Scene Management and 3D Rendering functions are, as shown in Figure 1 in another contribution (TDoc S4-210427), also well suited to edge computing. 

3. Currently, the TR26.998 architecture distinguishes between 2D and 3D media or world capture and “adds on” the device (user) pose. Pose is fundamental to all XR experiences and should not be separated from the assets or interactions. The device pose with respect to anchors is inherent in ETSI ISG ARF. All the ETSI ARF functions and subfunctions are agnostic with respect to 2D and 3D tracking, encoding or decoding, and their position on AR glasses, puck or edge/cloud. 

Device Functions 
The section 4.2.1 of the TR26.998 version 0.5.0 describes seven “device functions” and their subfunctions. In Table 1, each is mapped to the corresponding ETSI ISG ARF section.

Table 1. TR26.998 AR Functions Mapped With ETSI ISG ARF
	
	From TR26.998 
	Is it included in ETSI ISG ARF
	Corresponding section or function in ETSI ISG ARF

	a.
	Tracking and Sensing
	Yes
	5.7 User Interactions

	
	Inside-out tracking for 6DOF user pose
	In two parts
	5.2.2 AR Device Relocalization
5.2.3 AR Device Tracking 

	
	Eye-tracking
	Yes
	5.7.4 Gaze

	
	Hand-tracking
	In two parts
	5.7.2 3D Gesture
5.7.3 Tactile

	
	Tracker/Sensors
	In two parts (tracking & user interactions)
	5.1 world Capture
5.7 User Interactions

	b.
	Capturing
	Yes
	5.1 World Capture

	c.
	Basic AR Functions
	
	

	
	2D media encoders
	Yes but not solely 2D
	5.11.3 Communications

	
	2D media decoders
	Yes but not solely 2D
	5.11.3 Communications

	
	Vision engine
	Yes
	5.2 World Analysis

	
	Pose corrector
	Yes
	5.10 Rendering Adaptation

	d.
	AR/MR Functions
	
	

	
	Immersive media decoders
	Yes
	5.11.3 Communications

	
	Immersive media encoders
	Yes
	5.11.3 Communications

	
	Compositor
	Yes
	5.10 Rendering Adaptation

	
	Immersive media renderer
	Yes
	5.9 3D Rendering

	
	Semantic perception
	In two parts
	5.2.4 Object Recognition & Identification
5.3.5 Object 3D Segmentation

	e.
	Networking Interfaces
	Yes
	5.11 Transmission

	f.
	Physical Rendering
	Yes
	5.8 Scene Management (light sources pose estimation done by “5.2.5 Object Relocalization” and “5.2.6 Object Tracking” if lights are moving) 

	g.
	AR/MR Application
	In two parts
	5.4 Assets Preparation
5.6 AR Authoring



In table 2 below, the sections that are provided in ETSI ISG ARF GS003 and that are absent or not identified from TR26.998 architecture are captured.


Table 2. ETSI ISG ARF Functions and Subfunctions for Augmented Reality not currently in TR26.998 architecture.
	
	ISG ARF function/subfunction
	Role of the function/subfunction

	5.1.2
	Positioning
	GNSS and other non-vision based positioning systems are not explicitly defined in the TR26.998 and, yet, are widely used for positioning AR devices.

	5.2.2
5.2.3
5.2.4
5.2.5
	AR Device/Object Relocalization vs AR Device/ObjectTracking
	Relocalization estimates the pose of the AR device or objects with just one capture (for initialization, when tracking is lost or to correct the tracking drift), while, in contrast, the device or object tracking estimates the movement of the AR device or objects at a high frequency. 

The difference in the frequency of execution of the two subfunctions and the optimization available on the AR devices to process these two subfunctions can determine their location (device or cloud).

	5.2.2
5.2.3
5.2.4
5.2.5
	Object Relocalization/Tracking vs AR device Relocalization/Tracking
	The pose of an AR device is defined in relation to a world coordinate system while the object pose is generally defined in relation to the AR Device coordinate system (and could be defined in the world coordinate system if the AR device pose estimation is available).

	5.2.7
	3D Mapping
	As most AR systems are implementing a SLAM algorithm which reconstructs a 3D map of the world for visual-based relocalization, this is an essential (arguably the most important) subfunction of an AR architecture.

	5.3.2
	World Representation 
	The 3D map used for relocalizing an AR device can be shared and updated in real-time by any AR device (the potential of what is called “AR Cloud”). 

This allows experiencing AR anywhere (even in very large scale and dynamic environments), at any time, on any device (continuously). This subfunction could become the most valuable and crucial for widescale AR adoption.

	5.3.3
5.3.4
	Relocalization Information Extraction and Recognition & Identification Information Extraction
	These subfunctions extract the information required for the World Analysis subfunction, using the global representation managed by the World Representation subfunction (3D maps, deep neural network, etc.), depending on the user context.

	5.3.5
	Object 3D segmentation
	Analyzes and segments the 3D map to generate/estimate 3D objects from the 3D map.

	5.3.6
	Scene Meshing
	Creates a 3D mesh from the 3D point cloud stored into the World Representation subfunction. Useful for managing occlusions between real environment and virtual content if no depth sensor is available on the AR device.

	5.4
	Asset Preparation
	Prepares the digital content to be displayed in AR. The ISG ARF encompasses several types of content: Synthetic content (2D or 3D with textures), Audiovisual contents (video displayed in the space of the screen or mapped on a 3D plane or audio), Object behavior (defining how the content will behave according to system/user/other content interactions), and Scenario defining the different steps of the AR application (game scenario, maintenance procedure, etc.).

	5.6
	AR Authoring
	Creates the AR scene by defining the position of the AR assets in relation to the real world (3D compositing), and can optimize and convert the assets for a given device. This function will package the AR scene and store it in a ready-to-use representation.  

	5.5
	External Application Support
	Manages real-time data streams produced by external systems (e.g., IoT management system) which will update the AR scene displayed to the user at runtime. 

	5.7
	User interactions
	As AR experiences are, by definition, interactive, the user interacts with the AR assets or even the elements of the real world. This function handles all the user interactions interfaces in the same way. This includes the 3D gesture and eye-tracking, but also interactions on a tactile screen, vocal commands and bio-metric capture (e.g. to adapt display to the cognitive load of the user).

	5.8.2
	Interaction Technique
	Transforms raw inputs produced by user interaction subfunction to a unified action on the AR scene (manipulation, selection, etc.) in order to adapt automatically the interactions defined in an AR scene to any AR device.

	5.8.5
5.4.6
	AR experience Reporting and Report Evaluation
	For delivering reports related to the AR experience back to the AR Authoring or Asset preparation to improve, for instance, the quality of the user experience or collecting some information set by the user (annotations, maintenance report, etc.). 

	5.9.4
5.10.6
	Haptics
	Some use cases require haptic feedback (vibrations, forces, textures or motion) to improve the feeling of immersion.

	5.10.4
	Projection-based
	Some use cases (e.g. industry 4.0) require displaying AR assets on surfaces of the real world with a video projector.

	5.11.2
	Security
	This subfunction can encrypt or decrypt data exchanged between or stored on the device/nodes of the cloud to ensure its security.




3. Conclusion/Recommendation 

In order to futureproof the work of 3GPP SA4, it is recommended to take the above points concerning the ETSI ISG ARF GS 003 “AR Framework” into consideration when reviewing the current TR26.998 architecture as proposed in sections 4.2.1 and 4.2.3. 

A pCR could be drafted if the group agrees to revise sections 4.2.1 and 4.2.3; this will allow us to also extend the mapping to 5GMS (TR26.501).
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