3GPP TSG-SA4-e (AH) Video SWG post 113-e    					    S4-210427
Electronic Meeting, 6-14 April 2021
 
	

Title:		[FS_5GSTAR] Introduction and overview of ETSI GS ARF 003 – AR Framework Architecture 

Agenda Item:	11.9
[bookmark: _GoBack]Source:	PEREY Research & Consulting, Orange, B<>Com, Deutsche Telekom and Nokia 
Contact:	Christine Perey, cperey@perey.com
Document for: 	Information 


1 Introduction

The ETSI GS ARF 003 – AR Framework Architecture introduces the characteristics of an AR system and describes the functional building blocks of the AR reference architecture and their mutual relationships. The generic nature of the architecture is validated by mapping the workflow of several use cases to the components of this framework architecture. 

The ETSI AR Framework Architecture describes a system composed of hardware and software components as well as data describing the real world and virtual content. 

2 General Overview
The AR Framework architecture is composed of three layers as described in section 4 of ETSI GS ARF 003 – AR Framework Architecture from which the text below is copied and illustrated in Figure 1.

1. Hardware layer including: 
· Tracking Sensors: These sensors aim to localize (position and orientation) the AR system in real-time in order to register virtual contents with the real environment. Most of AR systems such as smartphones, tablets or see-through glasses embed at least one or several vision sensors (generally monochrome or RGB cameras) as well as an inertial measurement unit and a GPS™. However, specific and/or recent systems use complementary sensors such as dedicated vision sensors (e.g. depth sensors and event cameras), or exteroceptive sensors (e.g. Infrared/laser tracking, Li-Fi™ and Wi-Fi™).  
· Processing Units: Computer vision, machine learning-based inference as well as 3D rendering are processing operations requiring significant computing resources optimized thanks to dedicated processor architectures (e.g. GPU, VPU and TPU). These processing units can be embedded in the device, can be remote and/or distributed. 
· Rendering Interfaces: Virtual content require interfaces to be rendered to the user so that he or she can perceive them as part of the real world. As each rendering device has its own characteristics, the signals generated by the rendering software generally need to be transformed in order to adapt them to each specific rendering hardware.  

2. Software layer including: 
· Vision Engine: This software aims to mix the virtual content with the real world. It consists of localizing (position and orientation) the AR device relative to the real world reference, localizing specific real objects relatively to the AR device, reconstructing a 3D representation of the real world or analysing the real world (e.g. objects detection, segmentation, classification and tracking). This software component essentially uses vision sensors signals as input, but not only (e.g. fusion of visual information with inertial measurements or initialization with a GPS), it benefits from the hardware optimization offered by the various dedicated processors embedded in the device or remote, and will deliver to the rendering engine all information required to adapt the rendering for a consistent combination of virtual content with the real world. 
· 3D Rendering Engine: This software maintains an up-to-date internal 3D representation of the virtual scene augmenting the real world. This internal representation is updated in real-time according to various inputs such as user's interactions, virtual objects behaviour, the last user viewpoint estimated by the Vision Engine, an update of the World Knowledge to manage for example occlusions between real and virtual elements, etc. This internal representation of the virtual content is accessible by the renderer (e.g. video, audio or haptic) which produces thanks to dedicated hardware (e.g. Graphic Processing unit) data (e.g. 2D images, sounds or forces) ready to be played by the Rendering Interfaces (e.g. screens, headphones or a force-feedback arm).
3. Data layer including: 
· World Knowledge: This World Knowledge represents the information either generated by the Vision Engine or imported from external tools to provide information about the real world or a part of this world (CAD model, markers, etc.). This World Knowledge corresponds to the digital representation of the real space used for different usages such as localization, world analysis, 3D reconstruction, etc. 
· Interactive Contents: These Interactive Contents represent the virtual content mixed to the perception of the real world. These contents can be interactive or dynamic, meaning that they include both 3D contents, their animations, their behaviour regarding input events such as user's interactions. These Interactive Contents could be extracted from external authoring tools requiring to adapt original content to AR application (e.g. 3D model simplification, fusion, and instruction guidelines conversion).
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3 Functional Architecture
In the functional architecture, there are eleven logical functions (see Figure 2). Each function is composed of two or more subfunctions. The ETSI ISG ARF has validated that the functional architecture covers all requirements for AR experience delivery in a variety of use cases.

The logical functions are connected by Reference Points (RP). An RP in the AR functional architecture is located at the juncture of two non-overlapping functions and represents the interactions between those functions. 

Details for each of the eleven functions and their subfunctions are described in section 5 of the published ETSI GS ARF 003 – AR Framework Architecture. Details of each of the 18 RPs are described in section 6 the same document.
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4 Discussion
The 3GPP TR26.998 could benefit from a deeper examination of the above ETSI ISG ARF functional architecture as published in ETSI ISG ARF GS 003. 

To further this examination and to develop the connection between ETSI ISG ARG as cited in section 4.3.3 of TR26.998 v 0.5.0, we submit contribution SA4-210436.
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Figure 1: Global overview of the architecture of an AR system
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Figure 2: Diagram of the functional reference architecture




