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1 Introduction

In S4aV200634, a quality evaluation framework is provided as shown in the below figure. This basically provides a “black box” for which S-Traces and P’-Traces are fed for different users, and the outcome is a list of quality parameters for each user as shown below.


[image: image14.png]100

10

0.1

0.01

0.001

0.0001

Percentage Corrupted Video

Config 3
Config 4
Config 5
Config 6

Low

Delivered
Quantizer/Video Quality

High




For Split Rendering and Cloud Gaming, S4aV200634 proposes:
1) Quality evaluation tool.

a. Modeling according to S4aV200626
b. The following metrics are considered for each user and buffer

i. IP Packet loss rate

ii. IP Packet late rate

iii. Slice loss rate

iv. Area loss rate (total amount of Coding Units)
v. Area damage rate (total amount of Coding Units)
vi. Average encoded PSNR 
vii. Average PSNR
c. Average over all buffers

d. Multi-user

i. Average over all users

ii. Percentile of support

2 Video Quality Evaluation

Video quality is modelled according to Modeling according to S4aV200626 which was discussed but not agreed. Copied below.

7.2.7
Video Decoding and Reconstruction

7.2.7.1
Overview

Video decoding and reconstruction primarily addresses to identify areas of the image that are correct and those that are damaged. It also includes the encoding quality of correctly received images.
The reconstruction quality evaluation is based on two aspects, namely the encoding quality and the quality degradation due to lost and late packets. This evaluation is shown in Figure 1520.
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Video decoding is based on input from S’-Trace and S-Trace, resulting in V’-Trace.

The following simulation is proposed for identifying damaged CUs:

· Keep a state for each CU
· Damaged

· Correct

· CU is damaged

· If it is part of a slice that is lost for this transmission

· If it is correctly received, but it predicts from a wrong CU
· CU is correct 

· If it is received correctly and it predicts for a non-damaged CU
· Predicting from non-damaged CU means

· Spatial prediction is correct

· Temporal prediction is correct

· Recovering CU done by Intra Refresh and predicting from correct CUs again.
Detailed modelling is provided in clause 7.2.7.3.

7.2.7.2
Configuration

No configuration is applied, but the input parameters are the S and S’-Trace.
7.2.7.3
Modelling

Input information

· S-Trace

· Slice index
· Slice metadata for reconstruction

· For every CU

· Size

· Mode

· Reference

· Quality/QPnew
· PSNR/PSNRnew

· S’-Trace

· Slice index

· Slice availability time

· Recovered slice position (0 => lost, in between, full)
Run the following algorithm:

· Input parameters.

· Parameters of source

· Resolution

· reference frames

· S’-Trace

· Create a map of slices, CU maps (64 x 64) and reference frames 

· Example: 2048 x 2048, 8 slices, 3 reference frames

· Addresses for 2048 / (8 * 64) = 4 rows with 32 CUs for 8 slices in 3 frames maintained.

· For each CU of each frame, store mode:

· Correct

· Damaged

· Unavailable

· Initialize all CUs as unavailable

· For each frame i 

· Get all slices from trace for the frame

· For all slices that are lost

· Mark all CUs as unavailable

· Indicate the slice loss for feedback

· For all slices are received

· Indicate the slice received for “feedback”

· If it is an intra CU, mark it correct

· If it is an inter CU and it references a damaged or unavailable CU, mark it as damaged, otherwise mark it as correct

· Referencing is determined as follows (note a better model may be developed in the future)

· The CU in the new frame references the CU at the same position in the referencing frame is 100% 

· The probability of referencing a neighbouring CU top/bottom/left/right is 50%

· The probability of referencing a neighbouring CU is 50%, if one of the two top/botton/left/right is referenced, and 100% if both are referenced, and is 0% if none are referenced.

· Compute the totally unavailable and damaged CUs in this frame

· Compute the average PSNR for this frame

· avPSNR = PSNR * correctCUs/totalCUs + PSNRwrong (1- correctCUs/totalCUs) with PSNRwrong = 0

· Run this independently for each eye buffer

· Dump this information into a V’-Trace according to format in 7.2.7.4.

· Add the availability time stamp
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7.2.7.4
V’-Trace

For each eye, provide the following information in the V-Trace
· Presentation Time Stamp
· Availability Time Stamp
· POC Picture Order Count - The display order of the frames.

· QPnew Quantization Parameter decided for the frame.

· Bits Number of bits consumed by the frame.

· PSNRnew Peak signal to noise ratio for Y, U and V planes.
· Percentage Correct

· Percentage Lost

· Percentage Damaged
· Total delay Total delay spent to deliver the frame.

· Percentage CU Intra

· Percentage CU Merge

· Percentage CU Skip

· Percentage CU Inter
For details see S4aV200627.
7.2.8
Quality Evaluation per User

7.2.8.1
Overview

The quality evaluation per user is applied to collect the statistics from the simulation. Different evaluation results are carried out taking into account input from V’-Trace, S’-Trace and P’-Trace for left and right eye as shown in Figure 1623.
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Different metrics are obtained, an example is shown in Error! Reference source not found.. A quality threshold may for example be to have at most 0.1 % of damaged video area. Also the quality of the original content may be a threshold. 
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7.2.8.2
Configuration

No configuration is provided, but the inputs of script are the V’-Trace, P’-Trace and S’-Trace for left and right eye.

7.2.8.3
Quality Metrics Definition and Computation

From P’-Traces
· Packet loss rates

· Packet late rates

From S’-Traces

· Slice loss rate

· Area loss rate for slice loss

· Area loss rate for suffix loss

From V’-Trace

· Percentage of damaged area

· Average encoded PSNR

· Average PSNR
3 Other Media Quality 

It would excellent to define media traces and quality also for other media types and codecs.
4 Quality Trace

In S4aV200634 an initial quality trace was defined.

For each user and each buffer, the quality is provided as below. 
	Name
	Type
	Semantics

	user
	BIGINT
	User id.

	buffer
	BIGINT
	the buffer information

	total_packets
	BIGINT
	Total amount of packets that have been sent

	duration
	BIGINT
	Duration of the simulation in ms

	PLoR
	DOUBLE PRECISION
	Packet loss rate

	PLaR
	DOUBLE PRECISION
	Packet late rate

	SLR
	DOUBLE PRECISION
	Slice loss rate

	ALR
	DOUBLE PRECISION
	Area loss rate

	DAR
	DOUBLE PRECISION
	Area damage rate

	PSNR
	DOUBLE PRECISION
	Average encoded PSNR

	PSNRyuv
	DOUBLE PRECISION
	Average encoded PSNRyuv

	RPSNR
	DOUBLE PRECISION
	Average recovered PSNR

	RPSNRyuv
	DOUBLE PRECISION
	Average recovered PSNRyuv


This information is very centric to video and hence it is proposed to also include audio and data buffers

	Name
	Type
	Semantics

	user
	BIGINT
	User id.

	buffer
	BIGINT
	the buffer information

	type
	TEXT
	video, audio or data

	total_packets
	BIGINT
	Total amount of packets that have been sent

	duration
	BIGINT
	Duration of the simulation in ms

	PLoR
	DOUBLE PRECISION
	Packet loss rate

	PLaR
	DOUBLE PRECISION
	Packet late rate

	SLR
	DOUBLE PRECISION
	Slice loss rate for video, if not present, n/a

	ALR
	DOUBLE PRECISION
	Area loss rate for video, if not present, n/a

	DAR
	DOUBLE PRECISION
	Area damage rate for video, if not present, n/a

	PSNR
	DOUBLE PRECISION
	Average encoded PSNR for video, if not present, n/a

	PSNRyuv
	DOUBLE PRECISION
	Average encoded PSNRyuv for video, if not present, n/a

	RPSNR
	DOUBLE PRECISION
	Average recovered PSNR for video, if not present, n/a

	RPSNRyuv
	DOUBLE PRECISION
	Average recovered PSNRyuv for video, if not present, n/a

	MOS
	DOUBLE PRECISION
	Average audio MOS for audio, if not present, n/a


5 Multi-Media and Multi-User

We also need to define now 

· how the media of different buffers of a single media type

· how the media of different buffers of a different media types 

· how the buffers from different users can be combined in a single metric

At least for different buffers of the same user for video, we propose to average.

6 Software

In order to support quality evaluation, we are preparing software tools by end of next week February 5, 2021,
· Implement test channel 

· Random loss according to loss rate

· Delay equally distributed between 0 and max delay

· (Packets throttled to bitrate depending on size) => less important

· Implement Deliver receiver model

· Implement Quality evaluation per User with P’ and S’ trace

· Implement Quality evaluation for multiple Users with P’ and S’ trace

· Implement Decoding Model

· Implement Quality evaluation per User with P’ and S’ and V’ trace

· Implement Quality evaluation for multiple Users with P’ and S’ and V’ trace

7 Proposal
It is proposed to:
1) Develop quality evaluation based on P’ traces
2) Agree on the quality model for video in clause 2

3) Agree on the proposal in clause 3 as baseline
4) Agree on the proposal in clause 4 to use this Q-Trace as baseline 
5) Agree on the proposal in clause 5 as a baseline
6) Endorse the software in clause 6

7) Document the agreements in PD and eventually in the new TR 
8) Attach relevant information to RAN CR as needed.[image: image7.png]
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Figure � SEQ Figure \* ARABIC �15� Video Decoding Model





Figure � SEQ Figure \* ARABIC �16� Quality Evaluation Framework





Figure � SEQ Figure \* ARABIC �17� Potential Evaluation Graph
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