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1. Introduction
Currently, there are 15 existing use cases agreed from TR26.928 and 4 more new cases collected during 5GSTAR discussions, tentatively. With those, this contribution proposes a baseline categorization for further detailed discussion of requirements and device functional structures. 
Note that new use cases still require confirmation as to whether they can provide new features, and the proposed categorization here may need to be revised accordingly. 

2. Categorization of use cases
Based on the media to be transmitted through uplink/downlink, and the delay requirements for each scenario, the collected use cases can be categorized as follows:

	Categorization
	Media flow1)
	Media generation characteristics
	Media delivery characteristics2)

	AR/MR conversational
	Bi-directional between 2 UEs
	User real-time capture
	Low latency

	AR/MR messaging
	Uni-directional between 2 UEs
	User or 3rd party non real-time capture
	Best effort

	AR/MR download
	Uni-directional by single UE
	3rd party non real-time pre-capture
	Best effort

	AR/MR streaming
	Uni-directional by single UE
	3rd party non real-time pre-capture
	Low latency


Note 1) This represents the flow only for media data. Other signalling information such as pose or sensor data are not considered here.
Note 2) Specific numbers for latency requirements expected to be dependent on the specific service and use case, which are for further investigation.

· [bookmark: _GoBack]AR/MR conversational (real-time media service with capturing): A user captures objects or surroundings using a media camera and transmits the captured media via uplink in a real-time manner. The captured media may be avatars, an actual 3D face/body, 2D/360 video of surroundings (or even 3D), or 3D audio. All media are possibly processed at the edge, delivered to another user having AR/MR glasses, and finally represented. The total end-to-end delay should be kept sufficiently low in order not to cause any annoying delay, depending on the service. A receiver device may exchange pose information to the edge for media processing (e.g., split rendering). 
· AR/MR messaging (non real-time media sharing with capturing): A user captures objects or surroundings using a media camera and shares them with other user(s). The delay for capturing and uplink/downlink transmission do not need to be as strict as that of the AR/MR conversational use cases. The captured media is primarily static (no change over time)non-timed (e.g., image, picture), but timed media (e.g., video) is also possible based on the services. 
· AR/MR download (non real-time media download): The pre-captured/generated and stored media in the application server is downloaded and represented in the AR/MR glasses. The uplink for media transmission is not required and the downlink delay does not need to be as strict as that of AR/MR conversational use cases. The captured media is primarily non-timed (e.g., image, picture), but timed media (e.g., video) is also possible based on the servicesstatic.
· AR/MR streaming (real-time media streaming): The pre-captured/generated and stored media in the application server is streamed in a real-time manner. The captured timed media is primarily dynamic (changes over time) transmitted in and the downlink where the delay should be sufficiently low such that is comparable to current streaming services. The AR/MR glasses may send its pose information to the edge for media processing (e.g., split rendering). 

Table X-1 details the required features for each use case and its mapping to the proposed category. 
[Table X-1] List of categorized use cases
	Cat
	No1)
	Use Case Title
	Media
	Delay

	
	
	
	Visual
	Audio
	UL/DL
	Capturing
	Delivery

	Conver-
sational
	7
	Real-time 3D
Communication
	2D/3D Dynamic
	2D
	UL/DL
	Sensitive
	Sensitive

	
	8
	AR guided assistant at remote location (industrial services)
	2D/3D Dynamic
	2D
	UL/DL
	Sensitive
	Sensitive

	
	9
	Police Critical Mission with AR
	2D/3D Dynamic
	2D/3D
	UL/DL
	Sensitive
	Sensitive

	
	12
	360-degree conference
meeting
	2D/3D Dynamic
	2D
	UL/DL
	Sensitive
	Sensitive

	
	15
	XR Meeting
	2D/3D Dynamic
360 Video
	2D/3D
	UL/DL
	Sensitive
	Sensitive

	
	16
	Convention / Poster 
Session
	2D/3D Dynamic
360 Video
	2D/3D
	UL/DL
	Sensitive
	Sensitive

	
	17
	AR animated avatar calls
	2D/3D Dynamic
	2D/3D
	UL/DL
	Sensitive
	Sensitive

	
	18
	AR avatar multi-party calls
	2D/3D Dynamic
	2D/3D
	UL/DL
	Sensitive
	Sensitive

	
	19
	Front-facing camera video multi-party calls
	2D/3D Dynamic
	2D/3D
	UL/DL
	Sensitive
	Sensitive

	
	2.2
	AR remote cooperation
	2D/3D Dynamic
	2D
	UL/DL
	Sensitive
	Sensitive

	
	2.3 2)
	AR remote advertising
	2D/3D Dynamic
	2D
	UL/DL
	Sensitive
	Sensitive

	
	2.4
	AR Conferencing
	2D/3D Dynamic
	2D
	UL/DL
	Sensitive
	Sensitive

	Messag-ing
	1
	3D Image Messaging
	3D Static
	-
	UL/DL
	Tolerant
	Tolerant

	
	11
	Real-time communication
with the shop assistant
	2D/3D Static
	-
	UL/DL
	Tolerant
	Tolerant

	
	2.3 2)
	AR remote advertising
	2D/3D Static
	-
	UL/DL
	Tolerant
	Tolerant

	Down-load
	2
	AR Sharing
	2D/3D Static
	-
	DL
	Pre-captured
	Tolerant

	
	10
	Online shopping from a catalogue – downloading
	2D/3D Static
	-
	DL
	Pre-captured
	Tolerant

	
	23
	Spatial Shared Data
	2D/3D Static
	-
	DL
	Pre-captured
	Tolerant

	Stream-
ing
	20
	AR Streaming with
Localization Registry
	2D/3D Dynamic
	2D
	DL
	Pre-captured
	Sensitive

	
	2.1
	Streaming volumetric video for glass-type MR devices
	2D/3D Dynamic
	2D
	DL
	Pre-captured
	Sensitive



	Category
	No3)
	Use Case Title

	
	
	

	
Conversational
	7
	Real-time 3D Communication

	
	8
	AR guided assistant at remote location (industrial services)

	
	9
	Police Critical Mission with AR

	
	12
	360-degree conference meeting

	
	15
	XR Meeting

	
	16
	Convention / Poster Session

	
	17
	AR animated avatar calls

	
	18
	AR avatar multi-party calls

	
	19
	Front-facing camera video multi-party calls

	
	20
	AR Streaming with Localization Registry

	
	2.2
	AR remote cooperation

	
	2.3 4)
	AR remote advertising

	
	2.4
	AR Conferencing

	Messaging
	1
	3D Image Messaging

	
	8
	AR guided assistant at remote location (industrial services)

	
	11
	Real-time communication with the shop assistant

	
	2.3 4)
	AR remote advertising

	Download
	2
	AR Sharing

	
	10
	Online shopping from a catalogue – downloading

	
	11
	Real-time communication with the shop assistant

	
	23
	Spatial Shared Data

	Streaming
	20
	AR Streaming with Localization Registry

	
	2.1
	Streaming volumetric video for glass-type MR devices



Note 31) For existing use cases in TR26.928, the same use case number is used. For those in 5GSTAR, the section number in the permanent document is used (tentatively). Re-numbering may be needed after confirmation. 
Note 42) Needs further clarification.
Note 5) Some of use cases may be duplicated into multiple categories based on the descriptions.

3. Proposal
We propose to include the text and table in section 2 of this document into the Permanent Document as a baseline for detailed discussions on device functional structures and the way forward.
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