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1 Introduction
The ITT4RT permanent document specifies the use of NBMP for network-based stitching at MRF/MCU. In this case, different 2D captures are sent from the conference room to MRF/MCU which performs decoding, stitching, and re-encoding to produce the immersive video, which is then distributed to the remote participants.  This happens when the end device does not have enough processing capability or when the end device is not MTSI compatible.
This contribution relates to audio downmixing signaling, for immersive and overlay streams, so that the receiving device mixed the audios correctly or by using network-based media processing in the media-aware network elements such as MRF/MCU, thereby offloading the processing from the end devices. 
2 Proposed Solution
When multiple audio streams are transmitted from the sender, the end-user decodes and downmixes these audio streams before rendering. The ITT4RT currently doesn’t address the audio mix of different sources. In this proposal, the default mixing level of different audio streams may be set by the sender and may be updated during the session.  This setting is used by the receiving device to mix the audio. The remote participant may overwrite this setting at any time. If the end device’s capabilities are limited due to battery power, a certain or all processings for mixing may be offloaded to the MRF/MCU. These audio streams may include streams for 360-degree, as well as streams for overlays. 
When the audio processing is offloaded to MRF/MCU, multiple audio streams may be downmixed into a single stereo or mono stream, which may be sent to the end device for rendering. For downmixing multiple audio streams, the audio mixing parameter such as loudness may be defined by the sender or customized by the end-user. The sender may define the default audio mixing parameters. The default parameter are mixing audio weights, r0, r1, .., rN for the 360 video and overlay videos v1, v2, .., vN respectively, where r0 +r1 + … + rN =1. The receiver or MRF/MCU mixes the audio sources proportionally to their weights. Using this weight function, the following scenarios are possible among others:

· Set all the audio streams to the same level
· Set the audio level for the 360-degree background to be more dominant as compared to other overlay audio streams, where all overlay audio streams may have the same or different audio parameters.
· Set the audio level for the 360-degree background to be less dominant as compared to other overlay audio streams. The audio mix level for the other overlays may be based on the overlay priorities or based on the importance of the audio. 
Additionally, MRF/MCU may also perform mixing of audio media streams and re-encode to produce a single mixed stream before distributing it to the remote participants.
3 Proposal

We propose to add the above text in section 6.5 “Potential Solutions for Network-based Stitching” in the permanent document. The specific signaling semantics will be provided with the next contribution.
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