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1	Introduction
This contribution adds an update to the “Overview of Relevant Architectures” section for the “SA2 Edge Support” sub-section from the previous TR ( TR 26.803 v0.2.1). 
The update is mainly to give more background in the SA2 work on edge support as well as architectures and connectively model for Edge Application Servers (EAS). The document also fixes an error in the previous TR for the 3rd key issue, which had a typo that leads to misrepresentation of the key issue. 

2	Update and Correction on Overview of Relevant Architectures
[bookmark: _Toc49439094]4.3 SA2 Edge Support
Edge Computing has been identified as a key feature of 5G early on and has been specified as part of the 5G System Architecture in clause 5.13 of [1]. It describes the selection of a close UPF for non-roaming or LBO-connected UEs. The specification lists different options to enable access to edge computing:
1. User plane (re)selection: the 5G Core Network (re)selects UPF to route the user traffic to the local Data Network
1. Local Routing and Traffic Steering: the 5G Core Network selects the traffic to be routed to the applications in the local Data Network
1. Session and service continuity to enable UE and application mobility 
1. An Application Function may influence UPF (re)selection and traffic routing via PCF or NEF 
1. Network capability exposure: 5G Core Network and Application Function to provide information to each other via NEF or directly 
1. QoS and Charging: PCF provides rules for QoS Control and Charging for the traffic routed to the local Data Network;
1. Support of Local Area Data Network: 5G Core Network provides support to connect to the LADN in a certain area where the applications are deployed 
In addition, SA2 has started a new release 17 study item on enhancement of support for edge computing in 5GC [2] to address identified gaps to enable edge computing. The findings will be documented in TR 23.748. 
So far, the identified key issues are:
1. Discovery of Edge Application Server
The UE needs to find the optimal Edge Application Server (EAS) so that traffic is locally routed to the respective EAS. Furthermore, replacing the old EAS with new EAS when the old EAS is no more optimal is also an important aspect to address.  This key issue deals with such EAS discovery. 
1. Edge relocation
As the UE moves across the 5G system, the UE location may change and require the network and the EAS to deal with the change. Furthermore, Edge Application Server (EAS) may become congested or may even become unavailable due to outage, which also need to be dealt by changing the EAS. This key issue deals with addressing such EAS relocations. 
1. Network Information Provisioning to Locate Local Applications with Low Latency
There might be a need to deliver certain timely QoS information to the Edge Application Server (EAS) that is deployed locally. The usual way to do this is via the NEF, however it will not be possible to do this with low latency because the NEF is usually located in the central location to avoid frequent switching between NEFs. This key issue deals with being able to provision such QoS information to the local applications that run in the EAS with low latency.  
1. (Consecutive traffic steering in different N6-LAN)
Traffic steering might be needed consecutively first to Local Application Server and then to Central Application Server for further processing. Also for downlink, there might be a traffic first that moves to Central Application Server and then brought to the Local Application Server (to get it closer to the UE) and then finally to the UE. 
1. Activating the traffic routing towards local data network per AF request 
In order to activate the traffic routing towards Local (access to) Data Network, the SMF should be configured with the required DNAI. For ETSUN case, either SMF or I-SMF should be configured with the requested DNAI. For some of edge computing use case scenarios, the SMF or I-SMF of the PDU session may not be configured with the requested DNAI. This key issue deals with the mechanism to activate the traffic routing towards the Local Data Network in such cases. 
Section 6 of 23.748 documents a set of solutions for the previously identified key issues.

The following architecture figures show 5GS and Edge Application Servers hosted in Edge Hosting Environment.


Figure 3: SA2 Architecture for Accessing Edge Application Server with UL CL/BP


Figure 4: SA2 Architecture for Accessing Edge Application Server without UL CL/BP
NOTE:	These figures show the relationship between the EAS and 5GC defined in TS 23.501 [2]. The application layer architecture for enabling edge computing is out of the scope of the SA2 study. 

5GC supports at least following three connectivity models to enable Edge Computing:
-	Distributed Anchor Point: the PDU Session anchor is moved far out in the network, to the local sites. It is the same for all the user PDU session traffic. Re-anchoring (SSC#2 and SSC#3) is used to optimize traffic routing for all applications when moving long distances.
-	Session Breakout: The PDU session has a PDU Session anchor in a central site and a PDU Session anchor in the local site. Only one of them provides the IP anchor point. The Edge Computing application traffic is selectively diverted to the local PDU Session anchor using UL Classifier or multihoming BP technology. Re-anchoring of the local PDU Session anchor is used to optimize traffic routing for locally diverted traffic as the user moves.
-	Multiple PDU sessions: Edge Computing applications use a specific PDU session with the PDU Session anchor in the local site. The rest of applications use a PDU Session with a central PDU Session anchor. The mapping between applications and PDU sessions is steered by the URSP rules. Re-anchoring (SSC#2 and SSC#3) is used to optimize traffic routing for Edge Computing applications as the user moves.
These three connectivity models are illustrated in the figure below:


Figure 5: SA2 5GC Connectivity Models for Edge Computing


3	Conclusions and proposal
We propose to add these modifications to the future revision of the Technical Report (TR) on EMSA.
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