3GPP TSG SA WG4 Meeting #110e                                                               Tdoc S4-20xxxx
19th – 28th August 2020


3GPP TSG SA WG4 Meeting #111e                                                                      Tdoc S4- 201379
11th – 20th November 2020

[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Source:	Samsung Electronics Co., Ltd.
Title:	FS_5GSTAR: Case study for generic reference device functional structures
Agenda Item:	10.9
Document for:	Discussion and Agreement

1. Introduction
[bookmark: _GoBack]This contribution is an update of S4aV200558, reflecting the comments received during the Video SWG call on 20th October.  S4aV200541, which was agreed to be included into the PD, included generic device configurations based on the three device types, describing the different functions and interfaces in the configurations.  In this contribution, we provide:
· A case study of matching the generic reference device functional structures with the latest list of agreed use cases in 5GSTAR.
2. Generic reference device functional structures case study
Device types #1 and #2 were selected as the types for the case study since device type #3 is covered by the descriptions for device type #2.  Generic reference device functional structures do not include any cloud-based entities, and as such are shown here as-is without the inclusion of cloud-based entity functions. 
Note: The differences in specific requirements between the individual use cases (such as media formats, processing power, function latency, network latency etc) are not highlighted in this case study since the capabilities of each functional block in the entities specified in the device types are implementation dependent.  Depending on the capabilities of the device type implemented, the service described by specific a use case may or may not be achievable by the device type alone.

Mapping to use cases 7, 8, 9, 12, 15, 16, 17, 18, 19, 2.2, 2.3, 2.4
	7
	Real-time 3D Communication

	8
	AR guided assistant at remote location (industrial services)

	9
	Police Critical Mission with AR

	12
	360-degree conference meeting

	15
	XR Meeting

	16
	Convention / Poster Session

	17
	AR animated avatar calls

	18
	AR avatar multi-party calls

	19
	Front-facing camera video multi-party calls

	2.2
	AR remote cooperation

	2.3
	AR remote advertising

	2.4
	AR Conferencing



The use cases above have in common the following characteristics (this is not an exclusive list):
1. The use of a camera(s) for the real time capture of either the user, or the real time capture of his/her surroundings (including objects), or both
2. Bidirectional communication between 2 or more users for services similar to that of video telephony
3. Media processing support, including in some services: video stitching, 3D media modelling, avatar modelling
Device type #1
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1. Real time capture of the user or his/her surroundings) by either an external camera, or by the camera integrated into the standalone AR glasses, or both
2. Video telephony similar service function flow realised by the combination of relevant functions within the standalone AR glasses, namely:
· for capturing and uplink: camera/external camera, tracker/sensor, vision engine, AR/MR media processor, AR/MR media codec, content network delivery
· for downlink and media presentation: content network delivery, AR/MR media codec, tracker/sensor, vision engine, AR/MR renderer, display
3. Media processing support by the AR/MR media processor

Device type #2
[image: ]
1. Real time capture of the user or his/her surroundings by either an external camera, or by the camera integrated into the smart tethered AR glasses, or by the camera in the tethered device, or by a combination of these
2. Video telephony similar service function flow realised by the combination of relevant functions within the smart tethered AR glasses and tethered device, namely:
· for capturing and uplink: camera/external camera, tracker/sensor, vision engine, AR/MR media processor, AR/MR media codec, content delivery, content network delivery
· for downlink and media presentation: content network delivery, content delivery, AR/MR media codec, tracker/sensor, vision engine, AR/MR renderer, display
3. Media processing support by the AR/MR media processors in both the glasses and tethered device

Mapping to use cases 1, 11, 2.3
	1
	3D Image Messaging

	11
	Real-time communication with the shop assistant

	2.3
	AR remote advertising



The use cases above have in common the following characteristics (this is not an exclusive list):
1. The use of a camera(s) for the capture of either the user, or of his/her surroundings (including objects), or both
2. Bidirectional communication between 2 users for services similar to that of the traditional multimedia messaging service (MMS)
3. Media processing support, including in some services: 3D media modelling

Device type #1
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1. Capture of the user or his/her surroundings) by either an external camera, or by the camera integrated into the standalone AR glasses, or both
2. MMS similar service function flow realised by the combination of relevant functions within the standalone AR glasses, namely:
· for capturing and uplink: camera/external camera, tracker/sensor, vision engine, AR/MR media processor, AR/MR media codec, content network delivery
· for downlink and media presentation: content network delivery, AR/MR media codec, tracker/sensor, vision engine, AR/MR renderer, display
3. Media processing support by the AR/MR media processor

Device type #2
[image: ]
1. Capture of the user or his/her surroundings by either an external camera, or by the camera integrated into the smart tethered AR glasses, or by the camera in the tethered device, or by a combination of these
2. MMS similar service function flow realised by the combination of relevant functions within the smart tethered AR glasses and tethered device, namely:
· for capturing and uplink: camera/external camera, tracker/sensor, vision engine, AR/MR media processor, AR/MR media codec, content delivery, content network delivery
· for downlink and media presentation: content network delivery, content delivery, AR/MR media codec, tracker/sensor, vision engine, AR/MR renderer, display
3. Media processing support by the AR/MR media processors in both the glasses and tethered device

Mapping to use cases 2, 10, 23
	2
	AR Sharing

	10
	Online shopping from a catalogue – downloading

	23
	Spatial Shared Data



The use cases above have in common the following characteristics (this is not an exclusive list):
1. The download of AR/MR media by the AR/MR device, which has been created and made available for download prior to the service 
2. Presentation of the AR/MR media after download, in the manner of stored media consumption






Device type #1
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1. The download of AR/MR media by the AR/MR device through the content network delivery function 
2. Presentation of the AR/MR media after download and storage inside the device, by the function flow realised by the combination of relevant functions in the standalone AR glasses, namely:
· AR/MR media codec, tracker/sensor, vision engine, AR/MR renderer, display

Device type #2
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1. The download of AR/MR media by the AR/MR device through the content network delivery function
2. Presentation of the AR/MR media after download and storage inside the device (either the AR glasses or the tethered device), by the function flow realised by the combination of relevant functions in the smart tethered AR glasses and tethered device, namely:
· AR/MR media codec, tracker/sensor, vision engine, AR/MR renderer, display


Mapping to use cases 20, 2.1
	20
	AR Streaming with Localization Registry

	2.1
	Streaming volumetric video for glass-type MR devices



The use cases above have in common the following characteristics (this is not an exclusive list):
1. AR/MR media constantly received by the AR/MR device, where the AR/MR media is created and is being delivered by a provider, in a manner similar to that of current streaming services
2. Presentation of the AR/MR media immediately after it is received, in a manner similar to that of current streaming services

Device type #1
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1. AR/MR media constantly received by the AR/MR device through the content network delivery function 
2. Presentation of the AR/MR media immediately after it is received, by the function flow realised by the combination of relevant functions in the standalone AR glasses, namely:
· AR/MR media codec, tracker/sensor, vision engine, AR/MR renderer, display

Device type #2
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1. AR/MR media constantly received by the AR/MR device through the content network delivery function 
2. Presentation of the AR/MR media immediately after it is received, by the function flow realised by the combination of relevant functions in the AR glasses and the tethered device, namely:
· AR/MR media codec, tracker/sensor, vision engine, AR/MR renderer, display

Case study implications
The case study above mapping the generic reference device functional structures with the 5GSTAR use cases (which were group for ease of mapping) has several implications that can be summarised as below:
· The generic reference device functional structures contain a set of functions that are sufficient in covering the broad set of use cases in 5GSTAR.
· Depending on the use case, certain functions in the device functional structures may not be required or instantiated for the function flow requested by the AR/MR service.
· Likewise, depending on the use case, certain function interfaces in the device functional structure may not be required.
· The processing power and latency requirements for the functions required for each use case may be different, and are not considered in this case study.  It can be expected that once these requirements are identified for each use case, the support for achieving those requirements will be further studied.

3. Proposal
This contribution provided a case study as an effort to match the generic reference device configurations with the latest list of agreed use cases in 5GSTAR.  Differences due to the processing power and latency requirements between the different individual use cases have not yet been considered, nor the potential differences in device implementations regarding the same.
We propose to include the text and figures in section 2 of this document as additional text into clause 3 of the Permanent Document.
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