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1 Introduction
This document proposes updates and changes to the text in clauses 2, X.2 and X.3 of S4aM200591 dCR (relating to references, architecture and interfaces, and immersive video support) that was edited online during the latest MTSI SWG 21 October 2020 Teleconference on ITT4RT.
Updates and changes are provided mainly to improve readability, in places providing more specific section references and descriptions regarding related processes in the specified specifications for a more reader friendly text.

2 Changes

*** Start change 1 ***
[bookmark: _Toc26369193][bookmark: _Toc36227075][bookmark: _Toc36228089][bookmark: _Toc36228716][bookmark: _Toc36229343]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[bookmark: REF_3GPPTR21905][1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[bookmark: REF_3GPPTS22973][2]	3GPP TS 22.173: "IP Multimedia Core Network Subsystem (IMS) Multimedia Telephony Service and supplementary services; Stage 1".
[bookmark: REF_3GPPTS26235][3]	3GPP TS 26.235: "Packet switched conversational multimedia applications; Default codecs".
……………….
[178]	3GPP TS 28.405; "Management of Quality of Experience (QoE) measurement collection; Control and configuration"
[R1]	ISO/IEC 23090-2:2019: "Information technology -- Coded representation of immersive media -- Part 2: Omnidirectional media format".
[R2]	3GPP TS 26.118: "3GPP Virtual reality profiles for streaming applications".
[R3]	Recommendation ITU-T H.264 (04/2017): "Advanced video coding for generic audiovisual services" | ISO/IEC 14496-10:2014: "Information technology – Coding of audio-visual objects – Part 10: Advanced Video Coding".
[R4]	Recommendation ITU-T H.265 (02/2018): "High efficiency video coding" | ISO/IEC 23008-2:20182020: "High Efficiency Coding and Media Delivery in Heterogeneous Environments – Part 2: High Efficiency Video Coding".
*** End change 1 ***

*** Start change 2 ***
[bookmark: _Toc26369738][bookmark: _Toc36227620][bookmark: _Toc36228635][bookmark: _Toc36229262][bookmark: _Toc36229890]Annex X (normative):
Immersive Teleconferencing and Telepresence for Remote Terminals (ITT4RT)
[bookmark: _Toc26369739][bookmark: _Toc36227621][bookmark: _Toc36228636][bookmark: _Toc36229263][bookmark: _Toc36229891]X.1	General
The MTSI terminal may support the Immersive Teleconferencing and Telepresence for Remote Terminals (ITT4RT) feature as defined in this clause. MTSI clients supporting the ITT4RT feature shall be referred to as ITT4RTclients.
ITT4RT functionality for MTSI enables support of an immersive experience for remote terminals joining teleconferencing and telepresence sessions. It addresses scenarios with two-way audio and one-way immersive 360-degree video, e.g., a remote single user wearing an HMD participates toparticipating in a conference will send audio and optionally 2D video (e.g., of a presentation, screen sharing and/or a capture of the user itself), but receives stereo[TBC] or immersive voice/audio and immersive 360-degree video captured by an omnidirectional camera in a conference room connected to a fixed network.
Since immersive 360-degree video support for ITT4RT is unidirectional, ITT4RT clients supporting immersive 360-degree video are further classified into two types to distinguish between the capabilities for sending or receiving immersive video: (i) ITT4RT-Tx client, which is an ITT4RT client only capable of sending 360-degree immersive video, and (ii) ITT4RT-Rx client, which is an ITT4RT client only capable of receiving immersive 360-degree video. Such a classification does not apply for ITT4RT clients supporting immersive speech/audio, since the support for immersive speech/audio is expected to be bi-directional. It should also be noted that a terminal containing ITT4RT-Tx or ITT4RT-Rx client capabilities may also contain further MTSI client capabilities to support bi-directional 2D video.
MTSI gateways [check definition as this may not be an MRF] supporting ITT4RT functionality are referred to as ITT4RT MRF, which is an ITT4RT client implemented by functionality included in the ITT4RT MRF. An ITT4RT MRF supporting immersive 360-degree video contains both ITT4RT-Tx and ITT4RT-Rx clients.
For the current release of MTSI, ITT4RT client support for immersive video shall be limited to 360 video support only. [Why do we need this?  And should make 360 degree video or 360 video consistent throughout the document]	Comment by Eric Yip: propose to remove this paragraph, prefer to use 360-degree video throughout the document for consistency (aligned with OMAF), and further differentiating between 360-degree projected video, and 360-degree fisheye video

X.2	Architecture and Interfaces
[Address relevant aspects such as:
· definitions, 
· reference and coordinate systems, 
· video signal representation,
· audio signal representation,   
· end-to-end reference architecture
· client reference architecture]
<Reference content from TS 26.118 as appropriate, e.g., on definitions, coordinate systems, etc.>
Definitions, reference and coordinate systems, video signal representation and audio signal representation as described in clause 4.1 of TS 26.118 [R2] are applicable.
Figure X.1 provides a possible sender architecture that produces the RTP streams containing 360-degree  video and immersive speech/audio as applicable to an ITT4RT client in terminal. VR content acquisition includes the capture of 360-degree video and immersive speech/audio, as well as other relevant content such as overlays. Following VR content pre-processing and encoding of 360-degree video and immersive speech/audio components, the corresponding elementary streams are generated. For 360-degree projected video, pre-processing may include video stitching and, rotation or other translations, and the pre-processedbefore the 360video is passed to the projection [and mapping —check if OMAF specifies this separately]and region-wise packing functionsy in order to map the stitched 360-degree video into 2D textures (as described in clause 4.2 of ISO/IEC 23090-2 [R1]). For 360-degree fisheye video, circular videos captured by fisheye lenses are not stitched, but directly mapped onto a 2D texture, without the use of the projection and region-wise packing functionalities (as described in clause 4.3 of ISO/IEC 23090-2 [R1]). Followed by the HEVC/AVC encoding of the 2D textures and EVS encoding of immersive speech/audio along with the relevant 360-degree video immersive media metadata (e.g., SEI messages), the consequent video and audio elementary streams are encapsulated into respective RTP streams and transmitted. 
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Figure X.1 - Reference sender architecture for ITT4RT client in terminal
· [please update the figure and text in the document – hard to view for some people]
· [need to update to integrate fisheye video case]

<Below content comes from PD:>
Figure X.2 provides an overview of a possible receiver architecture that reconstructs the 360-degree video and immersive speech/audio in an ITT4RT client in the terminal. Note that this figure does not represent an actual implementation, but a logical set of receiver functions. Based on one or more received RTP media streams, the UE parses, possibly decrypts and feeds the elementary video stream into the HEVC/AVC decoder, and the speech/audio stream into the EVS decoder. The HEVC/AVC decoder obtains the decoder output signal, referred to as the "2D texture", as well as the decoder metadata. Likewise the EVS decoder output signal contains the immersive speech/audio. The decoder metadata for video contains the Supplemental Enhancement Information (SEI) messages, i.e., information carried in the omnidirectional video specific SEI messages, to be used in the rendering phase. In particular, the decoder metadata may be used by the Texture-to-Sphere Mapping function to generate a 360-degree video (or part thereof) based on the decoded output signal, i.e., the texture. The viewport is then generated from the 360-degree video signal (or part thereof) by taking into account the pose information from sensors, display characteristics as well as possibly other metadata. 
For 360- degree video, the following components are applicable:
-	The RTP stream contains an HEVC or an AVC bitstream with omnidirectional video specific SEI messages. In particular, the omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [R4] and ISO/IEC 14496-10 [R3] may be present.
-	The video elementary stream(s) may be encoded following the requirements in the Omnidirectional MediAa Format (OMAF) specification ISO/IEC 23090-2 [R1],  as well as the general video codec requirements for AVC and HEVC in clause 5.2.2 of TS 26.114. <Needs to be checked if these apply for conversational setting>

360 Video
RTP stream
RTP Receiver
Elementary stream


Texture to Sphere Mapping

Viewport Rendering for Immersive Video
EVS Decoder
Decoder output signal (texture)
Immersive Voice/audio Rendering

Figure X.2 - Reference receiver architecture for ITT4RT- client in terminal
[delete “texture” from audio decoder output signal]
[need to update to integrate fisheye video]

The output signal, i.e., the decoded picture or "texture", is then rendered using the Decoder Metadata information in relevant SEI messages contained in the video elementary streams as well as the relevant information signalled at the RTP/RTCP level (in the viewport-dependent case). The Decoder Metadata is used when performing rendering operations (such as region-wise unpacking, projection de-mapping and rotation for 360-degree projected video, or fisheye video information for 360-degree fisheye video) toward creating spherical content for each eye.  Details of such sample location remapping process operations are described in clause D.3.41.7 of ISO/IEC 23008-2 [R4].
<Editor’s Note: Produce another reference client architetecture for the VDP case with new arrows for RTCP etc.>
Viewport-dependent processing for 360-degree projected video could be supported for both point-to-point conversational sessions and multiparty conferencing scenarios and can be achieved by sending from the ITT4RT-Rx client RTCP feedback  messages with  viewport information and then encoding and sending the corresponding viewport by the ITT4RT-Tx client or by the ITT4RT-MRF. This is expected to deliver resolutions higher than the viewport independent approach for the desired viewport. The transmitted RTP stream from the ITT4RT-Tx client or ITT4RT-MRF may also include the information on the region of the 360 video encoded in higher quality (e.g., in an RTP header extension message) as the video generated, encoded and streamed by the ITT4RT-Tx client may cover a larger area than the desired viewport. Viewport-dependent processing is  realized via RTP/RTCP based protocols that are supported by ITT4RT clients. The use of RTP/RTCP based protocols for viewport-dependent processing is further described in clause X.6.2.
<Editor’s Note: need to include a figure and description of an end to end architecture containing these entities> 
<Editor’s Note: Audio architecture needs to be integrated.>
[bookmark: _Toc26369740][bookmark: _Toc36227622][bookmark: _Toc36228637][bookmark: _Toc36229264][bookmark: _Toc36229892]X.3	Immersive 360-Degree Video Support
ITT4RT-Rx clients in terminals offering video communication shall support decoding capabilities based on:
-	H.264 (AVC) [R3] Progressive High Profile, Level 5.1
-	H.265 (HEVC) [R4] Main Profile, Main Tier, Level 5.1. 
ITT4RT-Tx clients in terminals offering video communication shall support encoding capabilities based on:
-	H.264 (AVC) [R3] Progressive High Profile, Level 5.1
-	H.265 (HEVC) [R4] Main Profile, Main Tier, Level 5.1. 
For 360- degree video delivery across ITT4RT clients, the following components are applicable:
-	The RTP stream shall contain an HEVC or an AVC bitstream with omnidirectional video specific SEI messages. In particular, the omnidirectional video specific SEI messages as defined in clause D.2.41 of ISO/IEC 23008-2 [R4] or ISO/IEC 14496-10 [R3] shall be present for the respective HEVC or AVC bitstreams.
-	The video elementary stream(s) shall be encoded following the requirements in the Omnidirectional Media Format (OMAF) specification ISO/IEC 23090-2 [R1], clauses 10.1.2.2 (viewport-independent case) or 10.1.3.2 (viewport-dependent case) for HEVC bitstreams and clause 10.1.4.2 for AVC bitstreams. Furthermore, the general video codec requirements for AVC and HEVC in clause 5.2.2 of TS 26.114 also apply.
ITT4RT-Rx clients are expected to be able to process the VR metadata carried in SEI messages for rendering 360-degree  video according to the relevant processes. Relevant SEI messages contained in the elementary stream(s) with decoder rendering metadata may include the following information for the relevant processes as per clause D.3.41 of ISO/IEC 23008-2 [R4] and ISO/IEC 14496-10 [R3]:
-	Projection mapping information (indicating the projection format in use, e.g., Equirectangular projection (ERP) or Cubemap projection (CMP)), for the projection sample location remapping process as specified in clauses 7.5.1.3 and 5.2 of ISO/IEC 23090-2 [R1]
-	Region-wise packing informatioinformation (n, e.g., carrying region-wise packing format indication, and also any coverage restrictions or padding/guard region information in ithe packed picture), for the inverse processes of the region-wise packing as specified in clauses 7.5.1.2 and 5.4 of ISO/IEC 23090-2 [R1]
-	Projection mapping information, indicating the projection format in use, e.g., Equi-rectangular projection (ERP) or Cubemap projection (CMP)
-	Padding, indicating whether there is padding or guard band in the packed picture
-	Sphere rotation information (indicating the amount of sphere rotation, if any, applied to the sphere signal before projection and region-wise packing at the encoder side), for the coordinate axes conversion process as specified in clause 5.3 of ISO/IEC 23090-2 [R1]
Frame packing arrangement, indicating the frame packing format for stereoscopic content
-	Frame packing arrangement (indicating the frame packing format for stereoscopic content), for the processes as specified in D.3.16 of ISO/IEC 23008-2 [R4]Content pre-rotation information, indicating the amount of sphere rotation, if any, applied to the sphere signal before projection and region-wise packing at the encoder side
-	Fisheye video information, (indicating that the picture is a fisheye video picture containing a number of active areas captured by fisheye camera lens). , for This information enables remappingthe fisheye sample location remapping process as specified in clause D.3.41.7.5 of ISO/IEC 23008-2 [R4] of the colour samples of the pictures onto a sphere coordinate space
[With regards to the negotiation of SEI messages for carriage of decoder rendering metadata, procedures specified in IETF RFC 7798 [6] on the RTP payload format for HEVC may be reused. In particular, RFC 7798 can allow exposing SEI messages related to decoder rendering metadata for omnidirectional media in the SDP using the 'sprop-sei' parameter, which allows to convey one or more SEI messages that describe bitstream characteristics. When present, a decoder can rely on the bitstream characteristics that are described in the SEI messages for the entire duration of the session. Intentionally, RFC 7798 does not list an applicable or inapplicable SEI messages to be listed as part of this parameter, so the newly defined SEI messages for omnidirectional media in ISO/IEC 23008-2 can be signalled. It is expected that both MTSI clients and MTSI gateways support RTP payload formats for VR support.
Editor’s Note: It is to be decided whether SEI messages for omnidirectional video needs to be explicitly negotiated or whether ITT4RT-MTSI clients must support these messages]
ITT4RT-Tx clients supporting 360-degree projected video (and the corresponding required processes stages as described in sectionclause 7.5.1.1 of ISO/IEC 23090-2 [R1]) shall include the following omnidirectional video specific SEI messages as defined in clause D.2.41 of ISO/IEC 23008-2 [R4] and ISO/IEC 14496-10 [R3] in the video elementary streams corresponding to HEVC or AVC bitstreams:
1) the equirectangular projection SEI message,
2) the cubemap projection SEI message,
3) the sphere rotation SEI message, and
4) the region-wise packing SEI message.
Furthermore, ITT4RT-Tx clients supporting 360-degree fisheye video (and the corresponding required processes as described in sectionclause 6.1 of ISO/IEC 23090-2 [R1]) shall include the following omnidirectional video specific SEI messages as defined in clause D.2.41 of ISO/IEC 23008-2 [R4] in the HEVC video elementary bitstreams:
1) the fisheye video information SEI message (for fisheye video).
For stereoscopic video support, ITT4RT clients supporting video communication shall also support of a subset of the frame packing arrangement SEI message as in ISO/IEC 23090-2 [X3] – details are TBD.
Editor’s Note: Need to compare and possibly consolidate with bitstream requirements for 3GPP VR streaming operation points defined in clause 5.1 of TS 26.118.
*** End change 2 ***
*** End of changes ***

3 Proposal
We propose to include the updated changes to the dCR text as specified in section 2 into the next version of the dCR.
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