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1 [bookmark: _Toc504713888]Introduction
The case types of AR vary from different functional features to different frameworks. Even so, we need to extract a general architecture for glass-type AR/MR services taking all factors into account, the factors like the following categorization of use cases,
-	Media Type: 
- Visual / Audio
-	2D (Media with a planar representation) or 3D (Media with a volumetric representation) 
- Timed (representation changed over time) / Non-timed (fixed representation over time)
-	Media Source Type: 
-	CGI (Computer-Generated Imagery) or Captured Imagery
-	Delivery: Uplink, Download, Live Streaming, On Demand Streaming, Interactive, Conversational
-	Device Type (as defined in clause 4.8 of TR26.928)
-	XR5G-A2 (Simple AR Wearable Glass wireless tethering)
-	XR5G-A3 (Smart AR HMD video see-through standalone)
-	XR5G-A4 (AR Wearable Glass standalone)
-	XR5G-A5 (Smart AR Wearable Glass wireless tethering)
-	Others
We investigated some AR research papers and tried to sort out an architecture. This document gives a hierarchical architecture for reference.
2 Service Architectures


Fig. 1 Main components of general AR applications [1]
As illustrated in Fig. 1, in addition to a component for fetching video frames from the camera hardware (Video Source) and for rendering an overlay on the screen (Renderer), there are three components—Tracker, Mapper, and Object Recognizer—for each main functionality.
Firstly, the video source from mobile cameras is delivered to the tracker to determine the user’s position with respect to the physical surrounding. Given the tracking results, a virtual coordinate of the environment can be established by the mapper. Then, the internal objects in the video source are identified by the object recognizer with robust features.
Afterwards, the augmented information of the identified virtual object can be accurately retrieved from local memory (or cloud database) and properly mixed with the original video by the renderer. The results are finally displayed on the screen of the AR device so that the subscribers are able to enjoy an interactive experience with the physical reality.


Fig. 2 Hierarchical Computation Architecture
In addition to processing the above functional components on an AR device, they can also be processed on the network (edge) to meet requirements for the end-to-end latency and energy consumption of AR applications. The paper [2] presents an edge-based hierarchical computing architecture, as shown in Figure 2. This architecture is suitable for different kinds of media to deliver, encode, decode and process (like Visual /Audio,2D / 3D) and different types of devices .
3 Proposal
It is proposed to include the relevant parts in section 2 of this document into clause 4 of the Permanent Document.
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