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Executive Summary
The joint MTSI-EVS SWG teleconference on ITT4RT received three input contributions, two of which were related to the immersive voice/audio aspects of ITT4RT.  

The proposal on Audio Considerations for ITT4RT was noted after lengthy discussions that clarified the level of expected immersiveness for audio in Rel-17.  The considerations in the document are expected to be presented as a possible IVAS use case, and may be revisited in ITT4RT when IVAS is adopted.  The proposal on “Some Open Issues on Terminology, Architecture and Video Support” was noted with some aspects being minuted to be included in the next version of the draft CR.  The proposal on video codec requirements was not treated due to the lack of time.

0.	Opening of the conference call 

	Telco#13 (Topic: ITT4RT, Date: 7 Oct 2020, Time 15:00-17:00 CEST, Host: Intel) – Joint MTSI-EVS SWG Telco Focusing on Immersive Voice/Audio
	· Update permanent document to include use cases, architecture / call flows, requirements, potential solutions, and working assumptions (according to Phase 1 described below)
· Agree on draft CRs to TS 26.114 and TS 26.223 addressing the work item objectives (according to Phase 1 described below)
· Contribution submission deadline: 23:59 CEST, 2 Oct 2020



The chair, Nikolai Leung (Qualcomm), opened the conference call at about 15:04 hours CEST on October 7, 2020.

Ozgur Oyman, Bo Burman, and Iraj Sodagar volunteered to take minutes on the conference call. Nikolai also requested the participants to add their names to the attendance list at the end of the on-line minutes located here: 

https://docs.google.com/document/d/1m3zWDZoUhPxnyU_kHWjkf8eYSJqRObj8RFlVw9IJz_M/edit

1.	Approval of the agenda and registration of documents

	S4aM200586
	Proposed agenda for SA4 MTSI SWG 7 October 2020 Teleconference #13 on ITT4RT
	MTSI SWG Chair
(Nikolai Leung)
	1


Approved.

2.   	Reports/Liaisons
7.   	Multimedia Telephony Service for IMS (MTSI) SWG
[bookmark: _wzcd2gf2o5ep]7.1.	ITT4RT (Immersive Teleconferencing and Telepresence for Remote Terminals)

	S4aM200595
	Audio Considerations for ITT4RT
	KPN N.V.
	7.1


Presenter: Simon Gunkel
Discussion:
· Nik: In the figure, is user 2 visually overlayed on user 1 view?
· Simon: not necessarily video, but there should be an audio channel from user 2 to user 1. 
· Nik: if the user 2 is not visually rendered, then the audio location of user 2 is not tied to any location in space. the renderer in user 1 can decide to render anywhere.
· Simon: First, we need to have a clear visual for 360 video and the audio should match the video. audio rendering of the other user can have some logic. If you have a 3rd user, it should be rendered at the same position of user 2 in user 1 view. There is a mixture of content. how you render the audio of the other users, the experts should comment.
· Stefan: we are stepping to details. We need to have a discussion on what the user expects as the bare minimum for a realistic scenario. We like spatially rendered audio. But 3GPP audio doesn’t have spatial rendering yet. This means that we should see what we can do with EVS and dual-mono EVS. So therefore we may want to map the conference room to stereo speakers and there are many questions to be answered first.
· Simon: One intention of this presentation was to identify the bear minimum. We need to understand what encoding and metadata is required.
· Nik: there is the statement in the contribution about audio matching visuals. What do you mean?
· Simon: I believe this is the minimal requirement to have in the presentation
· Stefan: this requirement is obvious, but how is it possible to achieve this when audio is mono or stereo and the video is 360?
· Simon: the audio has to be rendered.  Since you have 360 rotation in video, it means that the audio source has to rotate in 360 video.
· Stefan: then we require a spatial renderer for audio.
· Simon: for any visual presentation like overlay, it has to be positioned. So its audio should be positioned. For mono or stereo audio of 360 video, you need to render it.
· Lasse: these are features expected from IVAS codec. But we need to simplify the experience when considering using EVS codec
· Tomas: I agree with Lasse. In IVAS we have rendering aspects, but it is not simple with other codecs.
· Nik: In MMCMH different audio streams coming from different sources, and in that case no metadata is sent and the renderer decides how to render the audio streams. In this case, it is not  clear to me if the overlay audio needs to be rendered for the position of the overlay, as today in conference room the audio is coming out of the conference room’s speakers.
· Simon: audio from a presentation rendered as the audio conference room is not clear whether is transferred as single stream with conference room audio or separate audio?
· Iraj: what can we do with mono-EVS or stereo EVS?
· Simon: Can we render the audio in any position?
· Tomas: What kind of audio capture can you consider using in the conference room?
· Stefan: how much solution we use here should rely on 3GPP spec? We can do alot with proprietary renderers. It would be good to stick before with EVS mono and dual mono EVS and see what we can do with these audio.
· Simon: if you have EVS mono, do you have multiple tracks?
· Stephan: EVS spec allows dual mono EVS and also a mono EVS. So there is a single stream. 
· Stephane: We should reply on 3GPP audio spec and with EVS, there is a fusion feature. For the spatial part we should rely on IVAS. This document fits very well in IVAS discussion as an input for potential IVAS object metadata.
· Nik: I was trying to figure out how to handle the overlay’s audio and whether we need metadata for this (e.g., Does it have to be positioned in particular location? Can it leverage the position of the visual overlay?). I’m now understanding that the conferencing room audio is likely not going to be immersive for Rel-17, so it doesn’t make sense to do all this work to accurately position the overlay’s audio at this stage.
· Simon: whether we need metadata was one of the questions. the audio source of the overlays doesn’t need to be rendered based on position. For whatever we capture from the conference room, we need some metadata to help render for the remote user. At least the audio should follow the head rotation.
· Stefan: I don’t agree with audio being render such that it follows the head rotation at this point for this work item.
· Simon: We had some experience in this scenario and based on our experience, if the audio is not rendered correctly, the experience would have lots of problems if there is no sort of spatial alignment between audio and video. We need to agree what we can do right now till IVAS advanced work is available.
· Tomas: sounds like you want spatial audio capture and spatial audio rendering along with mono EVS.
· Simon: if you have one mono channel, there is no need for spatial rendering but the experience would be diminishing. The minimum in my view is stereo or multiple mono. If we have that then there needs to be mapping to the virtual domain and I believe a simple metadata can satisfy.
· Tomas: as soon as you go beyond mono, then this is spatial capture and needs spatial rendering.
· Simon: Can we confirm if we use EVS it would be stereo or multi mono stream?
· Ozgur: Mono EVS is in Phase 1 and Phase 2 has multi mono- EVS which requires the characterization which we don’t know we can complete. Then the baseline is mono EVS.
· Lasse: EVS codec does’t have more than mono encoding, so stereo is really two mono channels.
· Stefan B: my understanding is we start with mono EVS for phase 1.
· Ozgur: Initially we thought IVAS would be ready but as of the last meeting, we decided the phase 1 only supports EVS mono since IVAS is not ready.
· Simon: then it wouldn’t be an immersive audio experience. One mono channel from the conference room is broken.
· Ozgur: all we can do to see what we can achieve with mono EVS. When IVAS is ready, then we address spatial audio.
· Simon: In my view, stereo is the minimum requirement. I don’t think anybody will make products with 360 video and mono audio.
· Nik: It seems we need to wait to address the requirement of this document with IVAS.
· Simon: Seems the majority agreement is mono EVS for now. Simon disagrees on this view for an immersive experience.
Decision: Noted.

	S4aM200596
	ITT4RT: Some Open Issues on Terminology, Architecture and Video Support
	Intel
	7.1


Presenter: Ozgur Oyman
Discussion:
· Iraj: What’s MRFC and MRFP? The ITT4RT-MTSI is a really long abbreviation, can we get rid of “MTSI”, e.g. just keep ITT4RT?
· Ozgur: Previously, we always had “MTSI” in the abbreviation, e.g. MSMTSI, but there’s no ITT4RT device that is not MTSI, so I agree to remove “-MTSI-”. MRFC is the control plane (signaling) and MRFP is the media plane (media-level processing) in an MRF.
· Iraj: If we’re not separating in -C and -P, can we have just “MRF”?
· Ozgur: MRF, MRFC, and MRFP are not terms defined by SA4 but are existing terms defined by CT groups. If an MRF is present, both MRFC and MRFP functions are there. I would think of using just ITT4RT-MRF.
· Ozgur: All “immersive” occurrences should be both voice/audio and video; I will amend that, if agreeable.
· Igor: Is it possible to avoid the word “immersive” too many times?
· Ozgur: We can define immersive media once and use that?
· Igor: Yes.
· Tomas: The main WI description included a one way video and two way audio.
· Ozgur: Then immersive audio can be bidirectionally, so the ITT4RT client would be receiving video and be receiving and transmitting audio. So for video we use terms ITT4RT-Tx and ITT4RT-Rx for video and use ITT4RT client for audio. I will bring an update version
· Stephane: In MTSI spec 26.114 we have definitions for sending and receiving terminal and then only a note can be added for separating audio and video case.
· Ozgur: In MTSI spec we don’t separate between sending and receiving  including codecs. But in ITT4RT we even have differences in codec between sender and receiver. Therefore the old terminology doesn’t work. Sender is equivalent of Tx and receiver is equivalent to Rx.
· Stephane: for audio everything is bidirectional, but we also have uni-directional audio e.g. in call hold.
· Ozgur: yes, and that’s why we want to use the term “ITT4RT client” for audio.   
· Bo: referring to Stephane’s comment, there is a technical difference. In the case of video there are two different codec in each direction in bidirectional, however in the audio on-hold, the bidirectional communication using same codecs in both directions, restricting the entire media type to one direction.
· Ozgur: we have a mixture of cases. For example: the conference room is an ITT4RT-Tx but a regular receiver (MTSI) for video. I will add clarification.
· Igor: in Section 3, the new text about Figure X.1 should not have the word “engine”. In the figure, video processing functionality can be mentioned explicitly: stitching, rotation and translation. Please add it to the figure. Please separate projection/mapping from encoder. in 26.118, the term “2D texture” is used. But the word texture is not used in MSTI spec. So either define the term texture or inherit it from 26.118. Please use the term “2D texture”.  Please add in (i.e. SEI messages) in “with the relevant immersive media metadata”. X.1 doesn’t have any metadata. Please add that the elementary video stream includes metadata in the figure. In description of Fig X.2, the words decoder and metadata don’t need to start with capital letters. 
· Naotaka: Can we describe acquisition in the figures?
· Nik: there are some agreed changes. Do you want to update the draft CR accordingly?
· Ozgur: Yes. Some of the agreed items can be integrated in DCR.
· Igor: we can send you our other comments offline.
· Nik: we need to see the DCR. What we’ve seen here is good, but we need to agree when we see it implemented in DCR.
· Ozgur: please send the comments on the video support part.
· Nik: let’s note the document but capture the agreed parts in the DCR.
Decision: Noted.


	S4aM200597
	Video Codec Requirements for ITT4RT
	Qualcomm Incorporated
	7.1


Decision: Not treated due to lack of time -- will handle on the next telco.

[bookmark: _go2ayt20oscw]9.   	Review of the future work plan

	Telco#14 (Topic: ITT4RT, Date: 21 Oct 2020, Time 15:00-17:00 CEST, Host: Intel)
	· Update permanent document to include use cases, architecture / call flows, requirements, potential solutions, and working assumptions (according to Phase 1 described below)
· Agree on draft CRs to TS 26.114 and TS 26.223 addressing the work item objectives (according to Phase 1 described below)
· Contribution submission deadline: 23:59 CEST, 16 Oct 2020

	SA4#111e (9-13 Nov 2020, Online Meeting)
	· Updates of time plan as found necessary
· Update permanent document to keep track of potential solutions and working assumptions addressing work item objectives (according to Phase 1 described below)
· Agree on CRs or draft CRs to TS 26.114 and TS 26.223 addressing the work item objectives (according to Phase 1 described below)
· Schedule telcos as needed to ensure consistent progress

	SA#90e (9-11 Dec 2020)
	· Approval of CRs to TS 26.114 and TS 26.223

	SA4#112 (1-5 Feb 2021, San Francisco, CA USA)
	· Updates of time plan as found necessary
· Update permanent document to keep track of potential solutions and working assumptions addressing work item objectives (according to Phase 1 described below)
· Agree on CRs or draft CRs to TS 26.114 and TS 26.223 addressing the work item objectives (according to Phase 1 described below)
· Schedule telcos as needed to ensure consistent progress

	SA#91 (24-26 Mar 2021, USA)
	· Approval of CRs to TS 26.114 and TS 26.223

	SA4#113 (12-16 Apr 2021, TBD)
	· Updates of time plan as found necessary
· Update permanent document to keep track of potential solutions and working assumptions addressing work item objectives (according to Phase 2 described below)
· Agree on CRs to TS 26.114 and TS 26.223 addressing the work item objectives (according to Phase 2 described below)
· Schedule telcos as needed to ensure consistent progress

	SA4#114 (24-28 May 2021, Korea)
	· Updates of time plan as found necessary
· Update permanent document to keep track of potential solutions and working assumptions addressing work item objectives (according to Phase 2 described below)
· Agree on CRs to TS 26.114 and TS 26.223 addressing the work item objectives (according to Phase 2 described below)
· Schedule telcos as needed to ensure consistent progress

	SA#92 (16-18 June 2021, Japan)
	· Approval of CRs to TS 26.114 and TS 26.223
· WI Completion



[bookmark: _97mcoowj0kmn]10. 	Any other topic of discussion                                            
[bookmark: _gj7oy0er1umd]11. 	Close of the session

Call was closed at 17:05 CEST. 
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Annex 1: Meeting Agenda (the final revision)
Source:                	SA4 MTSI SWG Chairman[1]
Title:                      	Proposed agenda for SA4 MTSI SWG 7 October 2020 Teleconference #13 on ITT4RT
[bookmark: _9fxpnx6xzcg7]Document for:    	Approval
[bookmark: _7fb0ztwgx0jz]Agenda Item:      	1

0.	Opening of the conference call 

	Telco#13 (Topic: ITT4RT, Date: 7 Oct 2020, Time 15:00-17:00 CEST, Host: Intel) – Joint MTSI-EVS SWG Telco Focusing on Immersive Voice/Audio
	· Update permanent document to include use cases, architecture / call flows, requirements, potential solutions, and working assumptions (according to Phase 1 described below)
· Agree on draft CRs to TS 26.114 and TS 26.223 addressing the work item objectives (according to Phase 1 described below)
· Contribution submission deadline: 23:59 CEST, 2 Oct 2020



1.	Approval of the agenda and registration of documents

	S4aM200586
	Proposed agenda for SA4 MTSI SWG 7 October 2020 Teleconference #13 on ITT4RT
	MTSI SWG Chair
(Nikolai Leung)
	1



2.   	Reports/Liaisons
7.   	Multimedia Telephony Service for IMS (MTSI) SWG
[bookmark: _5u7ai66vp19z]7.1.	ITT4RT (Immersive Teleconferencing and Telepresence for Remote Terminals)
[bookmark: _d92pelv92x2m]9.   	Review of the future work plan

	Telco#14 (Topic: ITT4RT, Date: 21 Oct 2020, Time 15:00-17:00 CEST, Host: Intel)
	· Update permanent document to include use cases, architecture / call flows, requirements, potential solutions, and working assumptions (according to Phase 1 described below)
· Agree on draft CRs to TS 26.114 and TS 26.223 addressing the work item objectives (according to Phase 1 described below)
· Contribution submission deadline: 23:59 CEST, 16 Oct 2020

	SA4#111e (9-13 Nov 2020, Online Meeting)
	· Updates of time plan as found necessary
· Update permanent document to keep track of potential solutions and working assumptions addressing work item objectives (according to Phase 1 described below)
· Agree on CRs or draft CRs to TS 26.114 and TS 26.223 addressing the work item objectives (according to Phase 1 described below)
· Schedule telcos as needed to ensure consistent progress

	SA#90e (9-11 Dec 2020)
	· Approval of CRs to TS 26.114 and TS 26.223

	SA4#112 (1-5 Feb 2021, San Francisco, CA USA)
	· Updates of time plan as found necessary
· Update permanent document to keep track of potential solutions and working assumptions addressing work item objectives (according to Phase 1 described below)
· Agree on CRs or draft CRs to TS 26.114 and TS 26.223 addressing the work item objectives (according to Phase 1 described below)
· Schedule telcos as needed to ensure consistent progress

	SA#91 (24-26 Mar 2021, USA)
	· Approval of CRs to TS 26.114 and TS 26.223

	SA4#113 (12-16 Apr 2021, TBD)
	· Updates of time plan as found necessary
· Update permanent document to keep track of potential solutions and working assumptions addressing work item objectives (according to Phase 2 described below)
· Agree on CRs to TS 26.114 and TS 26.223 addressing the work item objectives (according to Phase 2 described below)
· Schedule telcos as needed to ensure consistent progress

	SA4#114 (24-28 May 2021, Korea)
	· Updates of time plan as found necessary
· Update permanent document to keep track of potential solutions and working assumptions addressing work item objectives (according to Phase 2 described below)
· Agree on CRs to TS 26.114 and TS 26.223 addressing the work item objectives (according to Phase 2 described below)
· Schedule telcos as needed to ensure consistent progress

	SA#92 (16-18 June 2021, Japan)
	· Approval of CRs to TS 26.114 and TS 26.223
· WI Completion



[bookmark: _wzy5yw4rmqs3]10. 	Any other topic of discussion                                            
[bookmark: _rhivf5ohjwby]11. 	Close of the session

  
Note: The deadline for document submission is 2 October 2020 @ 23:59 CEST.  Please use the 3GPP portal to request Tdoc#’s.   

 
____________________
Tdoc “colour code”:   black = submitted for the meeting
                        	blue = postponed from an earlier SA4 meeting
                        	red  =  covered during this meeting
                        	grey =  late submission
                        	strikethrough = withdrawn
 
Conclusion codes:	a = agreed
                        	app = approved
                        	n = noted
                        	u = updated
                        	np = not pursued
                        	pp = postponed
Note: These conclusion codes appearing in the agenda are only informative. Please refer always to the main body of the meeting report for precise and complete explanation of decisions for each document.
 
Other notations:   	* = allocated under more than one agenda item
-> = replaced by, [or] action follows
 
"Noted":   A document is "noted" to indicate that its content was made available to the meeting, but that the document itself was not agreed or endorsed by the meeting. Any agreements or actions resulting from discussion of the document are explicitly indicated in the meeting report.
 


[1]	Nikolai Leung (nleung@qti.qualcomm.com)
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