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Introduction
This contribution presents the use case targeted for the EMSA on augmented video streaming. Video can be enhanced by technology like AI, AR, or interaction, to provide better experience to its users.
Use case
	Use Case Name

	Augmented video streaming

	Description

	Augmented video streaming will help to understand the video and enhance the interest of the video. In live streaming scenes, it can analyze the video content with AI technology, refine the video information, understand the video content and enhance the video quality, such as improving the resolution and color. It may also superimpose AR effect to tag the identified video information interestingly, such as the AR effect of the pass path in a football game or the AR effect on human face or background during streaming, etc. Processing at the edge can reduce the time required for video enhancement processing and network transmission.
1. Augmented video streaming with AI.
Due to limited shooting conditions or the need for new video features, augmented video streaming with AI can provide a service that edge nodes is used to enhance the captured video to improve the user experience. 
1) An encoded video streaming is compressed and uploaded to an edge node, and the video resolution, color gamut and other parameters should be specified in configuration.
2) The edge node server decodes the video streaming, then with the installed AI capabilities, sets up the enhancement functions, such as resolution enhancement, color enhancement, signal-to-noise ratio enhancement, video feature recognition, subtitle, etc., for video editing.
3) Augmented Video is re-encoded and distributed to users.

2. Augmented video streaming with AR. 
It can provide AR experience to its users.
1) An encoded video streaming is compressed and uploaded to an edge node.
2) The edge node server decodes the video streaming, identifies and understands the video features with AI capability, and loads the corresponding AR special effects on the understanding results. The AR special effects are overlapped with the video streaming.
3) The edge node distributes it to users.

The system which can realize those two cases above follows media processing procedures for uplink streaming from TR26.501, clause 7.3. The procedure shows in Figure 1. The video enhancement processing based on AI or AR works in step 7.



Figure 1 Media processing procedures for uplink

3. [bookmark: OLE_LINK3](Optional) Augmented video streaming with interaction.
AI augmented content may consider the user’s preferences. AR augmented content will output according to the user's FOV. Therefore, the workflow of the edge node can involve interactions. According to the user's preference, the edge node server selects the corresponding augmented video streaming to distribute, or processes the video according to the user's FOV.
[bookmark: OLE_LINK10][bookmark: OLE_LINK9]
The procedure shows in Figure 2. The edge node can enhance the uploaded video, including AI video quality enhancement and AR effect enhancement.
[image: ]
Figure 2 Media processing procedure for augmented video streaming
When there is a high requirement for QoE of enhanced video, the terminal device cannot meet this requirement and cloud or edge servers are needed for processing. And in the case of local video streaming transmission, the video streaming can be processed directly at the edge. Compared with uploading to the cloud-based processing, it can reduce roundtrip time delay (RTT) of network and avoid the waste of resources on the core network.
For AI video enhancement, users can choose the function of the video enhancement. If the AI video enhancement processing functions are deployed on the cloud, downlink transmission needs to involve multi-video streams with different enhancement effects for users to choose from. The pressure of the downlink will be multiplied. Therefore, it is better for edge nodes to support different video enhancement processing. 
For AR effects enhancement, users need to use AR devices to watch enhanced AR video and have higher requirement on delay, like MTP (Motion To Photons) latency requirement. It is necessary for split rendering of edge processing to ensure this.

	Categorization

	Type: XR, AI, Cloud Computing
Delivery: Interaction
Device: Phone, HMD, Glasses, TV

	Preconditions

	On the device side, a video application or a browser supporting XR player with interaction is needed. 
On the network side, a video server is installed for video data structuring process and its key techniques like deep learning, big data technology and cloud storage. Edge nodes need to store some AR effects in advance.

	Requirements in terms of Capabilities and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>
· Requirements
· Real-time adaptation of encoding and transcoding 
· Overlay graphics.
· CDN and content caching 
· 6DOF interaction
· KPI
· MTP
· Operation response time
· The number of users

	Feasibility and Industry Practices

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?
-	What are the technology challenges to make this use case happen?
-	Do you have any implementation information?
-	Demos
-	Proof of concept
-	Existing services
-	References
-	Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?
>
Intel edge computing solutions
At the 2018 China Mobile Global Partner Conference, China Mobile and Intel jointly released a set of video processing unit and intelligent video edge computing solution. https://www.intel.sg/content/www/xa/en/cloud-computing/visual-cloud.html 
· Media Analytics
[image: ]
· AR solutions
[image: ]

	Cost Analysis

	< How does the use case scale with an increasing number of users? >

	Potential Standardization Status and Needs

	<identifies potential standardization needs>
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