
3GPP TSG-SA4 Meeting #110e	S4-201020
19-28 August 2020	



Agenda item	11.5
Source: 	Intel
Title: 	On Metrics for ITT4RT
Document for	Agreement

Introduction
[bookmark: _GoBack]This contribution proposed VR QoE metrics collection and reporting framework for ITT4RT, by reusing (i) existing metrics developed for DASH-based VR Streaming in TS 26.118 and (ii) existing QoE metric configuration and reporting techniques for MTSI in TS 26.114.
Proposed Updates to ITT4RT PD
9.X	QoE Metrics for ITT4RT
9.X.1	Introduction
This section documents a VR QoE metrics collection and reporting framework for ITT4RT, by reusing (i) existing metrics developed for DASH-based VR Streaming in TS 26.118 [X] and (ii) existing QoE metric configuration and reporting techniques for MTSI in TS 26.114 [Y]. The VR QoE metrics may be collected by service providers and used to enhance the immersive media quality and experiences as part of ITT4RT. A client reference model is also provided with observation and measurement points for collection of the metrics.
9.X.2	Client Reference Model
The client reference architecture for VR metrics, shown below in Figure 9.X.2.1, is based on the receiver architecture in Figure 6.1. It also contains a number of observation points where specific metric-related information can be made available to the Metrics Collection and Computation (MCC) function. The MCC can use and combine information from the different observation points to calculate more complex metrics. 
Note that these observation points are only defined conceptually, and might not always directly interface to the MCC. For instance, an implementation might relay information from the actual observation points to the MCC via the VR application. It is also possible that the MCC is not separately implemented, but simply included as an integral part of the VR application.
 [image: ]
Figure 9.X.2.1: Client reference architecture for VR metrics
[bookmark: _Toc9527534][bookmark: _Toc36232204]Observation Point 1
Based on one or more received RTP media streams, the UE parses, possibly decrypts and feeds the elementary stream to the HEVC decoder. 
The interface from the RTP receiver towards MCC is referred to as observation point 1 (OP1) and is defined to monitor:
-	The reception time for each received RTP packet as well as packet losses and interarrival times of the RTP packets.
- 	Relevant RTCP packet information including RTCP sender and receiver reports containing packet statistics, as well as related RTCP feedback messages for rate adaptation as well as for viewport information signalling. 
[bookmark: _Toc9527535][bookmark: _Toc36232205]Observation Point 2
The HEVC decoder receives the elementary bitstream and obtains the decoder output signal, referred to as the "texture", as well as the decoder metadata. The Decoder Metadata contains the Supplemental Information Enhancement (SEI) messages, i.e., information carried in the omnidirectional video specific SEI messages, to be used in the rendering phase. 
The interface from the HEVC decoder towards MCC is referred to as observation point 2 (OP2) and is defined to monitor:
-	Media resolution
-	Media codec
-	Media frame rate
-	Media projection, such as region wise packing, region wise quality ranking, content coverage
-	Mono vs. stereo 360 video
-	Media decoding time
[bookmark: _Toc9527536][bookmark: _Toc36232206]Observation Point 3
The sensor extracts the current pose according to the user's head and/or eye movement and provides it to the renderer for viewport generation. The current pose may also be used by the VR application to control the RTP receiver to signal for instance viewport information to the RTP sender using RTCP feedback messages.
The interface from the sensor towards MCC is referred to as observation point 3 (OP3) and is defined to monitor:
-	Head pose
-	Gaze direction
-	Pose timestamp
-	Depth
[bookmark: _Toc9527537][bookmark: _Toc36232207]Observation Point 4
The output signal, i.e., the decoded picture or "texture", is then rendered using the Decoder Metadata information contained in relevant SEI messages contained in the video elementary streams. The Decoder Metadata is used when performing rendering operations such as region-wise unpacking, projection de-mapping and rotation toward creating spherical content for each eye. The VR Renderer uses the decoded signals and rendering metadata, together with the pose and the knowledge of the horizontal/vertical field of view, to determine a viewport and render the appropriate part of the video and audio signals. 
The interface from the media presentation towards MCC is referred to as observation point 4 (OP4) and is defined to monitor:
-	The media type
-	The media sample presentation timestamp
-	Wall clock counter
-	Actual presentation viewport
-	Actual presentation time
-	Actual playout frame rate
-	Audio-to-video synchronization
-	Video-to-motion latency
-	Audio-to-motion latency
[bookmark: _Toc9527538][bookmark: _Toc36232208]Observation Point 5
The VR application manages the complete device, and controls the RTP receiver, the HEVC decoder and the rendering based on media control information, the dynamic user pose, and the display and device capabilities. 
The interface from the VR application towards MCC is referred to as observation point 5 (OP5) and is defined to monitor:
-	Display resolution
-	Max display refresh rate
-	Field of view, horizontal and vertical
-	Eye to screen distance
-	Lens separation distance
-	OS support, e.g. OS type, OS version
9.X.3	Metrics Definitions
Based on the client reference model described in clause 9.X.2, the same VR QoE metrics described in TS 26.118 may be collected and reported, namely:
· Comparable quality viewport switching latency, as described in clause 9.2 and Annex D.1 of TS 26.118
· Rendered viewports, as described in clause 9.3 and Annex D.2 of TS 26.118
· VR device information, as described in clause 9.4 of TS 26.118

[bookmark: _Toc36232211][bookmark: _Toc528271054][bookmark: _Toc528271052][bookmark: _Toc9527564]Comparable quality viewport switching latency
The comparable quality viewport switching latency metric reports the latency and the quality-related factors when viewport movement causes quality degradations, such as when low-quality background content is briefly shown before the normal higher-quality is restored. Note that this metric is only relevant in case of viewport dependent processing, i.e., when VPD capability is negotiated.  
The viewport quality is represented by two factors; the quality ranking (QR) value, and the pixel resolution of one or more regions within the viewport. The resolution corresponds to the monoscopic projected picture from which the packed region covering the viewport is extracted. 
In order to determine whether two viewports have a comparable quality, if more than one quality ranking region is visible inside the viewport, the aggregated viewport quality factors are calculated as the area-weighted average for QR and the area-weighted (effective) pixel resolution, respectively. 
For instance, if 60% of the viewport is from a region with QR=1, Res=3840 x 2160, and 40% is from a region with QR=2, Res=960 x 540, then the average QR is 0.6 x 1 + 0.4 x 2, and the effective pixel resolution is 0.6 x 3840 x 2160 + 0.4 x 960 x 540.
If the viewport is moved so that the current viewport includes at least one new quality ranking region (i.e. a quality ranking region not included in the previous viewport), a switch event is started. The list of quality factors related to the last evaluated viewport quality before the switch are assigned to the firstViewport log entry. The start time of the switch is also set to the time of the last evaluated viewport before the switch.
The end time for the switch is defined as when both the weighted average QR and the effective resolution for the viewport reach values comparable to the ones before the switch. A value is comparable if it is not more than QRT% (QR threshold) or ERT% (effective resolution threshold) worse than the corresponding values before the switch. If comparable values are not achieved within N milliseconds, a timeout occurs (for instance if an adaptation to a lower bitrate occurs, and the viewport never reaches comparable quality). 
Note that smaller QR values and larger resolution values are better. For instance, QRT=5% would require a weighted average QR value equal or smaller than 105% of the weighted average QR before the switch, but ERT=5% would require an effective resolution value equal or larger than 95% of the effective resolution before the switch. 
The list of quality factors related to the viewport which fulfills both thresholds are assigned to the secondViewport log entry, and the latency (end time minus start time) is assigned to the latency log entry. In case of a timeout, this is indicated under the cause log entry.
During the duration of the switch the worst evaluated viewport is also stored, and assigned to the worstViewport log entry. The worst viewport is defined as the viewport with the worst relative weighted average QR or relative effective resolution, as compared to the values before the switch.
If a new viewport switching event occurs (e.g. yet another new region becomes visible) before an ongoing switch event has ended, only the N milliseconds timeout is reset. The ongoing measurement process continues to evaluate the viewport quality until a comparable viewport quality value is achieved (or a timeout occurs). 
The observation points needed to calculate the metrics are:
-	OP2 HEVC Decoder: QR information
-	OP3 Sensor: Gaze information
-	OP4 VR Renderer: Start of switch event detection 
-	OP5 VR Application: Field-of-view information of the device
Table 9.X.3.1: ViewportDataType
	Key
	Type
	Description

	ViewportDataType
	Object
	

	
	centre_azimuth
	Integer
	Specifies the azimuth of the centre of the viewport in units of 2−16 degrees. The value shall be in the range of −180 * 216 to 180 * 216 − 1, inclusive.

	
	centre_elevation
	Integer
	Specifies the elevation of the centre of the viewport in units of 2−16 degrees. The value shall be in the range of −90 * 216 to 90 * 216, inclusive.

	
	centre_tilt
	Integer
	Specifies the tilt angle of the viewport in units of 2−16 degrees. The value shall be in the range of −180 * 216 to 180 * 216 − 1, inclusive.

	
	azimuth_range
	Integer
	Specifies the azimuth range of the viewport through the centre point of the viewport, in units of 2−16 degrees.

	
	elevation_range
	Integer
	Specifies the elevation range of the viewport through the centre point of the viewport, in units of 2−16 degrees.



The data type Viewport-Item is defined as shown below. Viewport-Item is an Object which identifies a viewport and quality-related factors for the region(s) covered by the viewport. 
Table 9.X.3.2: ViewportItem

	Key
	Type
	Description

	ViewportItem
	Object
	

	
	Position
	ViewportDataType
	Identifies the viewport

	
	QualityLevels
	List
	List of different quality levels regions within the viewport

	
	
	Coverage
	Float
	Percentage of the viewport area covered by this region 

	
	
	QR
	Integer
	Quality ranking (QR) value of this region 

	
	
	Resolution
	Object
	Resolution for this region 

	
	
	
	Width
	Integer
	Horizontal resolution for this region

	
	
	
	Height
	Integer
	Vertical resolution for this region



The comparable quality viewport switching latency metric is specified below.
Table 9.X.3.3: Comparable quality viewport switching latency metric
	Key
	Type
	Description

	CompQualLatency
	List
	List of comparable quality viewport switching latencies

	
	Entry
	Object
	

	
	
	firstViewport
	ViewportItem
	Specifies information about the first viewport  

	
	
	secondViewport
	ViewportItem
	Specifies information about the second viewport 

	
	
	worstViewport
	ViewportItem
	Specifies information about the worst viewport seen during the switch duration

	
	
	Time
	Real-Time
	Wall-clock time when the switch started

	
	
	Mtime
	Media-Time
	Media presentation time when the switch started.

	
	
	Latency
	Integer
	Specifies the switching delay in milliseconds.

	
	
	Accuracy
	Integer
	Specifies the estimated accuracy of the latency metric in milliseconds


[bookmark: _Toc36232212]Rendered viewports
[bookmark: _Ref512429877]The rendered viewports metric reports a list of viewports that have been rendered during the media presentation. 
The client can evaluate the current viewport gaze every X ms and potentially add the viewport to the rendered viewport list. To enable frequent viewport evaluations without necessarily increasing the report size too much, consecutive viewports which are close to each other may be grouped into clusters, where only the average cluster viewport data is reported. Also, clusters which have too short durations may be excluded from the report.
The viewport clustering is controlled by an angular distance threshold D. If the center (i.e. the azimuth and the elevation) of the current viewport is closer than the distance D to the current cluster center (i.e. the average cluster azimuth and elevation), the viewport is added to the cluster. Note that the distance is only compared towards the current (i.e. last) cluster, not to any earlier clusters which might have been created. 
If the distance to the cluster center is instead equal to or larger than D, a new cluster is started based on the current viewport, and the average old cluster data and the start time and duration for the old cluster is added to the viewport list.
Before reporting a viewport list, a filtering based on viewport duration can be done. Each entry in the viewport list is first assigned an "aggregated duration" equal to the duration of that entry. Then, for each entry E, the other entries in the viewport list are checked. The duration for a checked entry is added to the aggregated duration for entry E, if the checked entry is both less than T ms away from E, and closer than the angular distance D from E.
After all viewport entries have been evaluated and have received a final aggregated duration, all viewport entries with an aggregated duration of less than T are deleted from the viewport list (and thus not reported). Note that the aggregated duration is only used for filtering purposes, and not itself included in the viewport list reports.
The observation points needed to calculate the metrics are:
· OP3 Sensor: Gaze information
· OP5 VR Application: Field-of-view information of the device

[bookmark: _Ref24213193]Table 9.X.3.4 Rendered viewports metric

	Key
	Type
	Description

	RenderedViewports
	List
	List of rendered viewports

	
	Entry
	Object
	

	
	
	startTime
	Media-Time
	Specifies the media presentation time of the first played out media sample when the viewport cluster indicated in the current entry is rendered starting from this media sample.

	
	
	duration
	Integer
	The time duration, in units of milliseconds, of the continuously presented media samples when the viewport cluster indicated in the current entry is rendered starting from the media sample indicated by startTime.
"Continuously presented" means that the media clock continued to advance at the playout speed throughout the interval.

	
	
	viewport
	ViewportDataType
	Indicates the average region of the omnidirectional media corresponding to the viewport cluster being rendered starting from the media sample time indicated by startTime.


[bookmark: _Toc532293561][bookmark: _Toc36232213][bookmark: _Toc9527565]
VR Device information
This metric contains information about the device, and is logged at the start of each session and whenever changed (for instance if the rendered field-of-view for the device is adjusted). 
The observation point needed to report the metrics is:
· OP5 VR Application: Device information

Table 9.3.4-1: Device information
	Key
	Type
	Description

	VrDeviceInformation
	List
	A list of device information objects.

	
	Entry
	Object
	A single object containing new device information.

	
	
	Start
	Real-Time
	Wall-clock time when the device information was logged.

	
	
	Mstart
	Media-Time
	The presentation time at which the device information was logged.

	
	
	deviceIdentifier
	String
	The brand, model and version of the device.

	
	
	horizontalResolution
	Integer
	The horizontal display resolution, per eye, in pixels.

	
	
	verticalResolution
	Integer
	The vertical display resolution, per eye, in pixels.

	
	
	horizontalFoV
	Integer
	Maximum horizontal field-of-view, per eye, in degrees.

	
	
	verticalFoV
	Integer
	Maximum vertical field-of-view, per eye, in degrees.

	
	
	renderedHorizontalFoV
	Integer
	Current rendered horizontal field-of-view, per eye, in degrees.

	
	
	renderedVerticalFoV
	Integer
	Current rendered vertical field-of-view, per eye, in degrees.

	
	
	refreshRate
	Integer
	Display refresh rate, in Hz



[bookmark: _Toc36232214]9.X.4 Metrics Configuration and Reporting
[bookmark: _Toc36232215]Configuration
Metrics configuration is done according to MTSI in TS 26.114, but can also include any metrics above defined for ITT4RT. Both OMA-DM and QMC approaches described in clauses 16.3 and 16.5 of TS 26.114 may be used to configure the QoE metrics for ITT4RT.
[bookmark: _Toc36232216]Reporting
Metrics reporting can be done according to MTSI, with the type QoeReportType extended to handle the additional VR-specific metrics according the XML schema in clause 16.4.1 of TS 26.114. 

Proposal
It is proposed to adopt the proposed updates to the text in Section 2 in the ITT4RT permanent document.
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