Page 2
High level description: Nokia AMR wideband codec candidate

Joint TSG-S4#11 - SMG11#16 meeting
Tdoc S4/SMG11 (00)0232
June 5-9, 2000, Versailles, France


Title:
High level description: Nokia AMR wideband codec candidate 

Source:
Nokia

This document contains a high level description of the speech and channel coding parts of Nokia AMR wideband codec candidate. The document consists of a description of the speech and channel encoding and decoding algorithms with block diagrams of the speech encoder and decoder. The evaluation of codec complexity and transmission delay is given in another document containing point-by-point comparison to all AMR codec design constraints (
Tdoc S4/SMG11 231/00 “Comparison of Nokia AMR-WB codec candidate to design constraints”).

1. 
Speech coder

The Nokia AMR wideband speech codec candidate is based on the Algebraic Code Excited Linear Prediction algorithm, hereafter referred to as ACELP. Figures 1 and 2 show the block diagrams of the encoder and decoder. 

The ACELP codec is based on the code-excited linear predictive (CELP) coding model [1]. A linear prediction (LP), or short-term, synthesis filter is used which is given by
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where  
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 are the (quantized) LP parameters, and 
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 is the predictor order. The long-term, or pitch, synthesis filter is given by 
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(1.2)

where 

 is the pitch delay and 

 is the pitch gain.  The pitch synthesis filter is implemented using the so-called adaptive codebook approach.

In the synthesis model, the excitation signal at the input of the short-term LP synthesis filter is constructed by adding two excitation vectors from adaptive and fixed codebooks. The speech is synthesized by feeding the two properly chosen vectors from these codebooks through the short-term synthesis filter. The optimum excitation sequence in a codebook is chosen using an analysis-by-synthesis search procedure in which the error between the original and synthesised speech is minimized according to a perceptually weighted distortion measure.
The coder operates on speech frames of 20 ms corresponding to 320 samples at the sampling frequency of 16000 samples/sec. At each frame, the speech signal is analyzed to extract the parameters of the CELP model (LP filter, adaptive and innovative codebooks’ indices and gains). These parameters are encoded and transmitted. At the decoder, these parameters are decoded and speech is synthesized by filtering the reconstructed excitation signal through the LP synthesis filter.

1.1
Principles of the Nokia proposal for Adaptive Multi-Rate wideband speech encoder

The signal flow at the encoder is shown in Figure 1. The LP analysis is performed once per frame using the autocorrelation approach with 30 ms asymmetric windows. A look-ahead of 5 ms is used in the autocorrelation computation.

The speech frame is divided into 4 subframes of 5 ms each. The adaptive and fixed codebook parameters are transmitted every subframe. The quantized and unquantized LP parameters are used for the fourth subframe while in the first, second, and third subframes interpolated LP parameters are used (both quantized and unquantized).  An open-loop pitch lag is estimated twice per frame (every 10 ms) based on the perceptually weighted speech signal. 

Then the following operations are repeated for each subframe:

· The target signal 

 is computed by filtering the LP residual through the weighted synthesis filter 
[image: image5.wmf])
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 with the initial states of the filters having been updated by filtering the error between LP residual and excitation (this is equivalent to the common approach of subtracting the zero-input response of the weighted synthesis filter from the weighted speech signal).  

· The impulse response, 

 of the weighted synthesis filter is computed.  

· Closed-loop pitch analysis is then performed (to find the pitch lag and gain), using the target 

 and impulse response 

, by searching around the open-loop pitch lag. The pitch lag is encoded relatively in the second and fourth subframes. 

· The target signal 

 is updated by removing the adaptive codebook contribution (filtered adaptive codevector), and this new target, 

, is used in the fixed algebraic codebook search (to find the optimum innovation).

· The gains of the adaptive and fixed codebook are vector quantized. 

Finally, the filter memories are updated (using the determined excitation signal) for finding the target signal in the next subframe.

1.2
Principles of the Nokia proposal for Adaptive Multi-Rate wideband speech decoder

The signal flow at the decoder is shown in Figure 2.  At the decoder, the transmitted indices are extracted from the received bitstream. The indices are decoded to obtain the coder parameters at each transmission frame. 

The decoding process is then performed in the following order:

Decoding of LP filter parameters:  The received indices of LSP quantization are used to reconstruct the quantized LSP vector. The interpolation is performed to obtain 4 interpolated LSP vectors (corresponding to 4 subframes). For each subframe, the interpolated LSP vector is converted to LP filter coefficient domain 
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, which is used for synthesizing the reconstructed speech in the subframe.

The following steps are repeated for each subframe:

· Decoding of the adaptive codebook vector:  The received pitch index (adaptive codebook index) is used to find the integer and fractional parts of the pitch lag.  The adaptive codebook vector 
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 is found by interpolating the past excitation 
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 (at the pitch delay) using a FIR filter.

· Decoding of the innovative vector:  The received algebraic codebook index is used to extract the positions and amplitudes (signs) of the excitation pulses and to find the algebraic codevector 
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. If the integer part of the pitch lag is less than the subframe size, the pitch sharpening procedure is applied which translates into modifying 
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 by filtering it through the adaptive prefilter.

· Decoding of the adaptive and innovative codebook gains:  The received index gives the fixed codebook gain correction factor 
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 from which the quantized fixed codebook gain is obtained. 












· Computing the reconstructed speech: The total excitation 
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 is constructed from the adaptive codebook vector 
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 and the algebraic codevector 
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The reconstructed speech for the subframe is given by
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(1.3)


where 
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 are the interpolated LP filter coefficients.

The synthesis speech 
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 is then passed through adaptive postprocessing.

2. Channel coder

2.1
Channel coding for GSM TCH/FS (applications A and B)

The channel coding is based on the same structure than the existing channel coding for the AMR-NB modes described in the ETSI specification 05.03 [2]. The bit allocations between different protection classes are different and the puncturing matrices have been changed. 

The speech coding bits are first ordered according to their importance and divided into three different classes. The most important bits (Class 1a) are protected by CRC and then Class1a and Class1b bits are convolutionally encoded by using punctured recursive convolutional codes. The sets of polynomials used are the same than used in the AMR-NB channel coding described in the 05.03. 

After convolutional coding, all the bits including unprotected Class 2 bits are combined and one frame of 448 bits is formed. The mode indication/request is added to create one GSM TCH/FS frame of 456 bits. This frame is interleaved using the same interleaving than is used in the GSM TCH/FS. A more detailed description of the coding chain can be found in 05.03.

The frame structure, channel coding and the contents of the SID-frames are identical to the existing GSM AMR-NB SID-frames defined in the 05.03 [2]. 

2.2
Channel coding for application E (WCDMA)

The channel coding for this application consists only of the importance ordering and dividing the bits into class A and B. No additional error-protection is used. Depending on the error pattern, 25, 50 or 0% of the bits are put into class B and the rest of the bits are put into class A. After this arrangement, the WCDMA EID is applied to these bits.

2.3
Channel coding for application C and D

Not needed in the qualification phase.
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 Figure 1. Simplified block diagram of Nokia AMR wideband encoder 
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Figure 2. Simplified block diagram of Nokia AMR wideband decoder













This description of Nokia AMR wideband codec candidate has been prepared for the AMR wideband Qualification Phase. The use of this document is restricted only for the purpose of evaluating the candidate codec for GSM and 3GPP within ETSI SMG11 and 3GPP S4.
This description of Nokia AMR-WB codec candidate has been prepared for the AMR-WB Qualification Phase. The use of this document is restricted only for the purpose of evaluating the candidate codec for GSM and 3GPP within ETSI SMG11 and 3GPP S4.
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