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Introduction
This contribution proposes the following use cases for FS_EMSA PD.
Background
The SI defines its objectives as:
· “determine the processes for discovering, configuring, running, and managing media processing workflows on the 5G edge and network
· study the mapping of the new processes into the 5GMSA architecture
· how to leverage architecture and functions defined by SA2 and SA6 for edge computing and applications
· Validate the architecture extensions against the identified key use cases and recommendations from XR5G and E-FLUS (e.g. split rendering, VR stitching)
· document architectural extensions for edge media processing to support other 5GMSA features such as:
· Online gaming, Ad insertion, hybrid DASH/HLS services based on CMAF”
Proposed use-cases
Live streaming of personal content
Basic live streaming 
This use-case is similar to Facebook Live when the user starts a live streaming session. The content is streamed uplink to the Application server in CMAF format, and then the content is transcoded to a limited number of multiple representations. All representations are encoded using on default codec.
When more people with different device capabilities are joining, the application provider may transcode the content to more coding formats, to be able to deliver the content to the new audience. The number of coding formats and the bitrates depends on the audiences’ diversity and available bitrates.
The Application service provider provides the default transcoding/streaming profile at the beginning of the initial session. With more joins, the application server provides updates on the transcoding profile.
Live streaming of highly mobile personal content
This use case is similar to the use-case 3.1.1. However, the user is on the move and therefore, the available Application Server may change during the session. The Application Provider or MNO may want to move the service from one AS to another AS during the session. 
Live streaming of popular influencer
This case is similar to the use case 3.1. However, since the user is a popular influencer, the Application service provider expects high volume streaming to many different devices. The content preparing service may occur in multiple Application Servers, based on the locations of the influencer and the viewers. Lower latency might be expected in this use-case.
Live streaming of popular influencer with ad-insertion
This use case is similar to 3.1.3, but the ad is inserted as pre and mid-roll ads. The ads are targeted to each viewer, i.e. each viewer may see different ad content.
Live enterprise streaming
In this use-case, a company streams its all-hands meeting for its employees. While the use-case is similar to 3.1.1, a higher level of security/DRM is needed for the content. 
The content may be stored to be viewed with time-shift.
live streaming of popular influencer with ad-insertion
This case is similar to the use case 3.4. However, since the user is a popular influencer, the Application service provider expects high volume streaming to many different devices. The content preparing service may occur in multiple Application Servers, based on the locations of the influencer and the viewers. Lower latency might be expected in this use-case.
Private multi-player face streaming during game
In this use-case, a few friends set up a multi-player game session among themselves. While players are using a 3rd party platform to play the game, they would like to also see each other faces while playing the game as one or more picture-in-picture items. Each player can see one or multiple thumbnail streaming videos of their friends during the game session.
Upload now-publish later (aka on-demand polishing)
Personal story publishing
This is similar to 3.1.1. However, the user doesn’t publish the content in the live case. It uploads the video segment, to amend previous ones and publish them later after applying some intelligent content editing/publishing/dubbing. This is similar to Instagram stories.
 Personal story publishing of highly mobile person
This use case is similar to the use-case 3.2.1, but the person moves during the ingest session.
Personal story publishing with added reactions
Same as 3.2.1. However, each time that the content is played by an audience, the audience reactions (smilies, comments, likes, audio dubs) are added to the video, with or without the owner’s approval per reaction.
Professional content
Live streaming of remote local programs
A service provider offers local programs to the remote user as a subscription service. Since the program is not popular with many users when the user is in a remote area, the content may need to deliver to the remote edge servers on the user and be transcoded there. 
Live streaming of remote local programs with ads
Same as 3.3.1, with pre-roll and mid-roll ad based on the location of the user.
VOD of remote local programs
Same as 3.3.1 but on demand.
VOD of remote local programs with ad
Same as 3.3.3, but with targeted ads.
Proposed functional requirements
Based on the above use-cases, we propose the following requirements.
Moving media workflow from one AF/AS to another AF/AS
Move a media workflow such as multi-rate transcoding from one AF/AS pair to another AF/AS pair during the media session.
Just-in-time multi-rate transcoding between multiple AF/ASs
Fire up different transcoding workflows during the media sessions that are split between different AF/AS pairs.
Split the workflow between the sender/receiver UE and AF/AS pair
Static and dynamic splits of the workflow between the sender/receiver device and an AF/AS pair.
Split the workflow between multiple AF/AS pairs
Static and dynamic workflow splits between multiple AF/AS pairs based on the proximity to each participant in the media session.
Change of the media workflow by using intermediate formats for optimizing split rendering in the sender/receiver device
Modification of workflow when split rendering between the sender/receiver devices and the AF/AS pair to optimize the network bandwidth
Parallel processing of content segment in the same AF/AS, or multiple AF/Ass.
For stored content, the content might be parallel processed, i.e. transcoded in parallel streams to increase the speed for content-preparation.
Proposal
We recommend the addition of the above requirement to FS_EMSA’s permanent document.
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