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1 Introduction

In this contribution, we provide an overview of ongoing work in 3GPP SA on Edge Computing. We believe aligning with these activities will be required when defining the edge media processing enablers in SA4.
2 Edge Activities
2.1
SA2 Activities

Edge Computing has been identified as a key feature of 5G early on and has been specified as part of the 5G System Architecture in clause 5.13 of [1]. It describes the selection of a close UPF for non-roaming or LBO-connected UEs. The specification lists different options to enable access to edge computing:

· User plane (re)selection: the 5G Core Network (re)selects UPF to route the user traffic to the local Data Network

· Local Routing and Traffic Steering: the 5G Core Network selects the traffic to be routed to the applications in the local Data Network

· Session and service continuity to enable UE and application mobility 

· An Application Function may influence UPF (re)selection and traffic routing via PCF or NEF 
· Network capability exposure: 5G Core Network and Application Function to provide information to each other via NEF or directly 

· QoS and Charging: PCF provides rules for QoS Control and Charging for the traffic routed to the local Data Network;

· Support of Local Area Data Network: 5G Core Network provides support to connect to the LADN in a certain area where the applications are deployed 
In addition, SA2 has started a new release 17 study item on enhancement of support for edge computing in 5GC [2] to address identified gaps to enable edge computing. These gaps relate mainly to the proper discovery of the application server. So far, routing and steering only dealt with the selection of the UPF and proper routing of the traffic to the correct DN and DNAI. However, that does not resolve the issue of locating the end point for that edge traffic. Other gaps include improved support for session continuity, network assistance, and better AF control. 
2.2
SA6 Activities

SA6 has taken significant steps towards the definition of normative edge computing architecture for 5GC in [3]. Starting from common scenarios, described in the Annex, a set of requirements is defined and the following architecture is proposed:
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The architecture defines the key nodes and functions as well as the interfaces between them.

The identified functions with a brief description is given here:
· Edge Enabler Server (EES): provides supporting functions needed for Edge Application Servers and Edge Enabler Client.
· Edge Enabler Client (EEC): provides supporting functions needed for Application Client(s).
· Edge Configuration Server (ECS): provides supporting functions needed for the Edge Enabler Client to connect with an Edge Enabler Server.
· Edge Application Server (EAS): the application server resident in the Edge Data Network, performing the server functions. The Application Client connects to the Edge Application Server in order to avail the services of the application with the benefits of Edge Computing.
· Application Client (AC): application resident in the UE performing the client function. Details of the Application Client are out of scope of this specification.
A typical sequence of steps to use edge computing services is as follows:
· EESs register with the ECS to publish their edge configuration capabilities
· The EEC is provisioned with a list of EESs, e.g. from the ECS

· The EEC registers with a selected EES. 

· EASs register with EESs to publish their edge capabilities

· The EEC queries the EES to discover specific EASs. Different types of filtering can be used during this discovery phase
· The EAS may register for location and other notifications with the EES related to a specific session

· The AC is now able to connect to the EAS to consume edge computing services
2.3
SA5 Activities
SA5 has recently agreed a new study item [4] on the management aspects of edge computing. The focus of the study item will be on the following scenarios:
· How 3GPP management solutions support the 3rd party service provider to deploy and manage Edge Configuration Server.
· How 3GPP management solutions support Edge Computing Service Provider(s) to deploy and manage Edge Enable Server(s).

· How 3GPP management solutions support Edge Application Provider(s) to deploy and manage Edge Application Server(s).
As can be seen, SA5 adopts the SA6 architecture and will study ways of enabling it through providing the necessary management functions.
The scope has been set to the following items:
· The lifecycle management of EAS, EES and ECS needed to support edge computing, by taking into account the various deployment scenarios.
· Deployment and provisioning of 5GC network functions needed to support the edge computing.
· Provisioning of EES, and ECS needed to support edge computing.
· Performance assurance of EES, ECS and relevant 5GC functions needed to support edge computing.
· Fault supervision of EES, ECS and relevant 5GC functions needed to support edge computing.
· Mechanism(s) to enable and support EAS deployment on a particular edge data network.

· Mechanism(s) to enable and support

· ECSP to deploy and manage EES and ECS.

· ASP to deploy and manage EAS.
· Studying the need of providing management provisions to create and manage communication service(s) at a particular edge data network.

2.4
Edge scope split between SA2 and SA6
SA2 and SA6 have exchange LSs regarding the scope and responsibility of each group regarding edge computing. The agreement is that SA2 maintains responsibility for the 5G system architecture. SA6 is responsible for application-layer architecture. 
In particular, discovery procedures that rely on URSP, DNS, and DNAI remain in the responsibility of SA2. SA6 will remain responsible for application-layer discovery and CAPIF modifications.
3 Proposal

We propose to agree the content of section 2 
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