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Introduction
Although edge computing is often mentioned in the context of novel media applications, such as Virtual or Augmented Reality, the benefits of using edge computing for content distribution of traditional video streaming applications can be significant. Currently, video traffic traverses both the mobile access network and core network, because the PDU session is only terminated at centralized locations within an MNO network. Content distribution nodes deeper into the network  towards the end-user cannot be accessed whether they are already available (e.g., for distribution of content in a fixed infrastructure) or by deploying such new nodes.

Using the one or more functionalities listed in Clause 5.13 of 3GPP TS 23.501 [1] edge computing support for content hosting can be enabled. With user plane (re-)selection (as described in Clause 6.3.3 of [1]) and/or local routing and traffic steering (as described in Clause 5.6.4 of [1]), mobile user traffic can be routed to the edge nodes serving the video content. Given the popularity of video streaming applications and the large data volumes accompanying them, such a “local break-out” can significantly lower the load on the backhaul network, thus increasing the number of users that can be served high quality video.
Edge computing has use cases for both content hosting and caching, with use cases including, but not limited to:

· Content hosting: Hosting a video catalogue on the edge. Changes in video content that is available on the edge is relatively static. This use case is relevant for large edge nodes with significant hosting capacity. A limited number of edge nodes may be used, but the edge nodes should distributed geographically throughout a country.
· Popular video hosting/caching: Typically, only a fraction of the available videos attracts the users' attention and different regions show interest in different videos. When edge nodes are closer to the end users, they have potentially more limited hosting capacity, hence being only be able to host a selection of the video catalogue. Based on the demand generated by the users, contents available on these edge nodes change dynamically over time.
· Popular representation or period hosting/caching: When serving DASH based content, the selection of content (i.e., DASH segments) to be hosted on the edge nodes can be restricted even further. For example, popular representations of the content may be hosted from the edge, where less commonly requested representations are served from the CDN. Alternatively, popular periods of a video, or a window of segments for a live stream, may be served from the edge.
· Personalized ad-insertion: Creating personalized advertisement blocks for different users on the edge, and serve (i.e., insert) the advertisement blocks from edge nodes. Edge computing is very suitable for localized advertising.
In this document, we present a first study on leveraging edge computing for video content distribution and the impact on the 5G Media Streaming Architecture as defined in 3GPP TS 26.501 [2]. The outline of this document is as follows:

1) An analysis of the architecture with distributed 5GMSd Application Servers (AS) and different collaboration scenarios targeting the ownership of 5GMSd ASs;

2) An overview of different levels of integration, ranging from fully transparent solutions towards the 5GMSd Client, to models with exposure to the client;

3) An overview of the affected interoperability points and suggestions for studying the impact on the components and interfaces of the 5G Media Streaming Architecture.
2
Architecture and Collaboration Scenarios
With reference to the 5G unicast downlink media streaming architecture as specified in 3GPP TS 26.501 [2], where control plane functionalities are handled by 5GMSd Application Functions (5GMSd AFs) and the data plane functionalities by 5GMSd Application Servers (5GMSd AS), edge computing may be integrated in this architecture by extending it with edge application servers in a “local data network”. A local data network is defined as a data network geographically located near to the end users (e.g. in mobile base stations). To be able to distinguish between regular application servers and servers residing in the local data network, an edge application server is referred to as 5GMSd E-AS. Depending on the collaboration between MNO and 5GMSd Application Provider, edge application servers may reside in the trusted domain as part of the telco network, or may be accessed via a local break-out to an external data network.
In the context of 5G unicast downlink media streaming, the suggested extension of the architecture translates into the 5GMSd AS continuing to serve the role of the CDN, with additional local hosting/caching of content at the 5GMSd E-AS. The following approaches for extending the 5GMS architecture, based on different collaboration scenarios, can be identified: (1) edge-enabled telco CDN, (2) third-party CDN with telco edge, and (3) edge-enabled third-party CDN.
Edge-enabled Telco CDN

In this scenario, both the 5GMSd AS and 5GMSd E-AS are under the control of the MNO. It seems most logical that also the 5GMSd AF then resides in the trusted data network and operates under the control of the MNO, such that the 5GMSd AF is able to select the adequate 5GMSd E-AS instances. The 5GMSd AF influences UPF (re-)selecting or local routing and traffic steering via the PCF.

Provisioning of both 5GMSd AS and 5GMSd E-AS is done through the 5GMSd AF via the M1d interface. Content ingest may be accomplished using dedicated M2d interfaces (i.e., an interface for both 5GMSd AS and 5GMSd E-AS) or via an interface between 5GMSd AS and 5GMSd E-AS (i.e., use an M4d or similar interface where the 5GMSd AS is the upstream node for the 5GMSd E-AS node).
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Figure 2.1 Extending the 5GMS architecture with edge application servers in an edge-enabled telco CDN scenario.

Third-party CDN with Telco Edge
In this scenario, the 5GMSd AS is under the control of the application provider. Therefore, provisioning has to be done for both the 5GMSd AS, via a provisioning function also under the control of the service provider, and for the 5GMSd E-AS via an 5GMSd AF from the MNO. Similar to the previous scenario, ingest may be handled via M2d, or via an M4d or similar interface. Different from the previous scenario is that the ingest for the 5GMSd AS is third-party internal and may use a non-specified interface.
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Figure 2.2 Extending the 5GMS architecture with edge application servers in a scenario with a third-party CDN and a telco edge.

Edge-enabled Third-party CDN

In this third scenario, the application providers operates both the 5GMSd AS and 5GMSd E-AS, for example when using a CDN provider with highly distributed delivery nodes. Provisioning of the 5GMSd AS and 5GMSd E-AS is done by an 5GMSd AF, for which it seems logical that it resides in the external data network. Hence, the 5GMSd AF is responsible for UPF (re-)selection, and local routing and traffic steering, and thus has to interface with the relevant core network functions via the NEF. In this scenario, provisioning and content ingest may be done using a standardized interface or via a third-party internal interfaces.
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Figure 2.2 Extending the 5GMS architecture with edge application servers in a scenario with an edge-enabled third-party CDN. 
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Integration of Content Hosting and Caching with 5GMSd clients
With respect to content hosting and caching on the edge, different types of content hosting and integration with 5GMSd Clients are possible. Following is a discussion on different possibilities.
Transparent Edge Model
In the first model, content hosting and caching is transparent towards the 5GMSd client. 5GMSd Clients obtain an IP address (e.g., by resolving the entry point of a progressive download, or URL of a media segment for DASH) which resolves and routes to the 5GMSd E-AS when edge computing is available, or to the 5GMSd AS when edge computing is not available, following the network configuration made by the 5GMSd AF (i.e., UPF selection, or local routing and traffic steering).
The transparent edge content model supports use cases where content is hosted as is, and use cases where content is cached with a fallback to the 5GMSd AS as upstream server. The 5GMSd E-AS serves the media assets when it has the assets locally available, or (transparently) forwards the request to the 5GMSd AS. The 5GMSd E-AS may perform intelligent cache management to increase the hit ratios. Note that, even though the selection of the edge node is transparent towards the 5GMSd client, the 5GMSd client can assist the 5GMSd E-AS by providing information about upcoming request for media assets (e.g., using SAND messages, a Common Media Client Data header, or similar). Providing such information in advance reduces network congestion, as it allows a 5GMSd E-AS to keep a media asset in the cache when it has the asset locally available, or schedule a pre-fetch of the media assets depending on the status of the backhaul network links.
Hybrid Edge Selection Model
In the hybrid edge selection model, the decision to serve a 5GMSd client with a request for certain content is made at run-time. Compared to the transparent edge model, where the client is always served from the 5GMSd E-AS when edge computing is available, and the 5GMSd E-AS ensures availability of the media assets via hosting, caching and (pre-)fetching, the hybrid edge selecting models supports directing 5GMSd clients to either the 5GMSd E-AS when the edge is supposed to serve the content, or to the 5GMSd AS when the edge instance does not serve the content within the same session. Directing the 5GMSd client may be accomplished by (transparently) forwarding the request to a server that is part of the 5GMSd E-AS, or to the 5GMSd AS. Alternatively, the client may receive a (HTTP) redirect to the selected server, or receive (an update of) a manifest with the selected serving instance.
The decision to direct to 5GMSd AS or 5GMSd E-AS may be performance driven, content driven, or determined otherwise. If the decision is content driven (i.e., an application provider may decide to have certain media assets on the edge), the provisioning interface should provide the necessary configuration means.
Client-driven Edge Selection Model
In the client-driven edge selection model, the client is presented with multiple addresses (e.g., via multiple base URLs in the DASH manifest), and the client selects the instance that will serve the media assets. Although this model may be applied in a generic case, it is especially relevant for use cases where only selected parts of the content may be made available at the edge. For example, popular or demanding representations of a content may be placed on the 5GMSd E-AS, where other representation are served from the 5GMSd AS. The client, by selecting a different representation, changes where it is served from. This may enable scenarios where a client is able to increase the video quality by selecting a representation served from the 5GMSd E-AS, where the bandwidth would not have been available when serving from the 5GMSd AS.

Alternatively, different periods of a DASH stream may be served from different instances, for example for ad-insertion use cases. Similar to the transparent model, when 5GMSd E-AS operates as cache, or when the content is dynamically generated (e.g., when re-encoding the assets on the edge or generating personalized advertisements blocks), information about upcoming request send in advance may improve the transition between instances.
4
Interactions and Interfaces

For the use case of content hosting and caching on the edge, and based on the discussions above on collaboration models and the different hosting/caching models, we identified the following study topics:
· The role of the 5GMSd AF,  the interactions between 5GMSd Application Provider, 5GMSd AF and 5GMSd (E-)AS, and the interactions between the 5GMSd AF and core networks functions such as PCF and NEF;
· The role of the 5GMSd E-AS and the interactions between 5GMSd AS and 5GMSd E-AS; and
· The role of the 5GMSd Client and the interactions between the 5GMSd Client and the 5GMSd E-AS.
6
Proposal
The proposal is as follows:
1) Study the case of edge computing for content hosting/caching, taking into account the benefits and use cases as described in Section 1, and the suggestions for study as outlined in Section 4 of this document;

2) Take Sections 1 (benefits and use cases), 2, and 3 of this document as a baseline for the study on edge computing for content hosting/caching.

3) Given the generic nature of Clause 2 of this document, use the architecture and collaboration scenarios also for other use cases and applications;
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