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[bookmark: _Toc23169811]===== START OF CHANGES  =====
5.7	XR Conference
[bookmark: _Toc23169812]5.7.1	Description
This system caters for an XR conference with multiple physically co-located and remote participants using XR to create telepresence. The shared conference space can be, 1) a physical space that is shared by local participants and sent as an immersive stream to the remote participants, 2) a virtual space that has the same layout as the physical space so that the physically present (local) and remote participants have a similar experience while moving in the space (e.g. captured via a 360-degree camera), and 3) a virtual space that is retrieved from an application server (AS). In any of the 3 options the conference space might be extended with other Media Objects (e.g. a presentation video) retrieved from an application server (AS). The UE functionality can be split into two parts one for user media capture and one for rendering. In practice, these functions may (and usually will) be integrated within a single device (e.g. a smartphone) possibly augmented by peripheral devices like a wireless camera. Another option is that they are indeed separated, e.g. using a dedicated capture device (like a 360-degree camera) and a XR rendering device (like AR Glasses, mobile phone, VR HMD, holographic display, etc.). However, it should also be considered that some UEs will render the immersive communication experience on traditional displays.
Figure 5.7-1 illustrates the system. Virtual spaces and avatars are retrieved from the Application Server by the Conference Server. A Spatial Computing Server is used for storing the layout of the physical space, when used. Remote participants would be seen as avatars within the XR experience located at their relative position in the shared space. Alternatively, they may be represented as themselves using a live video feed and video extraction to isolate the person from the background and using a photo-realistic representation of their face in place of the HMD. The required video processing is located in the conference server in Figure 5.7-1. For example, a Network Media Processing function may perform any media and/or metadata processing that is required to place, a certain user and multiple other users consistently into a virtual environment. A typical example would be a Multipoint Control Unit (MCU) function that combines and processes the video captured from the various users in order to reduce the resource requirements of the clients. Finally, the Conference Server takes care of all the session signalling to set up channels for the exchange of media data and metadata. It performs Session Control functions for the scene configuration, network media processing and common scene media.
Remote participants are free to move around when 6DOF motion is used. The conference server processes the audio streams from the participants to create an XR experience. Participants will hear binaural audio of all participants according to their position and a 360-degree surround sound, if needed. If a physical space is used, the conference server would also receive and process input from one or multiple 360-degree A/V capture devices and RGB+depth camera. Note that when 6DOF is supported, all remote participants can move freely within the confines of the designated space, moving from one room to another when there are multiple rooms defined in the space. Using motion signals, relative positioning and location information, it would be possible for participants (local + remote) to form smaller groups for discussion within the XR space as would happen in a real space. The conversation/real-time XR stream shown in the figure is a mix of VR (remote user) or AR (local user) media, room layout (virtual/physical) and mixed binaural audio. The presentation pointer data may be sent from one of the UEs while presenting a shared presentation/poster for highlighting specific parts. 
A top-view of the conference space showing its layout and the current positions of the participants can be viewed by participants and is indicated as part of the XR stream label in the figure (but as separate physical stream). The conference server should also provide IDMS.

[image: ]
Figure 5.7-1: XR Conference
[bookmark: _Toc23169817]5.7.2	Potential Normative Work
[For this use case, the potential normative work may cover:
-	Position and scaling of people
-	Background audio / picture / video
-	Shared content (i.e., video background), i.e. multi-device media synchronization
-	Network Based Media Processing (e.g., cloud rendering, foreground/background segmentation of the user capture, replace HMD of the user with a photo-realistic representation of their face, etc.)
-	Support for RGB+Depth video data.
-	6DOF metadata framework and a 6DOF capable renderer for immersive voice and audio. 
-	IVAS codec (including directionality of users) and related metadata.
] 
The following table (Table 5.7.1), gives an overview of the different requrements from XR conversational use cases (see Annex A) and the potential impact on Normative Work these requirements might have.
	Requiremernts / Potential Normative Work
	Link to Use Case

	1. Position and scaling of people
	Use Case 12, 360-degree conference meeting: “Users, need to be scaled and positioned in the AR/VR environment in a natural way”

	2. Background (spacial) audio / picture / video
	Use Case 3, Streaming of Immersive 6DoF: “Coded Representation of Audio/Video Formats as well as geometry data”
Use Case 12, 360-degree conference meeting: “Audio playback needs to match the spatial orientation of the user”

	3. Network Based Media Processing (e.g., cloud rendering, foreground/background segmentation of the user capture, replace HMD of the user with a photo-realistic representation of their face, calibration and synchronization of different camera capture data, etc.)
	Use case 5, Untethered Immersive Online Gaming: “Latency requirements for online games may be very tight. Architectures for computing support in the network”
Use case 6, Video Game Live Streaming: “reaction to head movement within immersive limits, Network conditions that fulfill the QoS and QoE Requirement”
Use Case 12, 360-degree conference meeting: “The Data from the rgb+depth camera needs to be acquired and further processed to remove the user from its background”
Use case 8, AR guided assistant at remote location (industrial services): “Synchronization of different capturing devices”

	4. Support for RGB+Depth video data (in signalling profiles, transmission and associated metadata)
	Use Case 1, 3D Image Messaging: “3D capture capabilities, such as depth camera”
Use Case 8, AR guided assistant at remote location: “The AR 5G glasses are equipped with a camera that also has depth capturing capability.”
Use Case 11, Real-time communication with the shop assistant: “AR glasses equipped or connected with capture device (depth camera)”
Use Case 12, 360-degree conference meeting: “each user is captured with an RGB+Depth camera”

	5. 6DOF metadata framework and a 6DOF capable renderer for immersive voice and audio:
· incuding the Spacial Audio orientation of a speaker
· 360 image metadata for associated audio
	Use case 15, XR Meeting: “spatial render of multiple received audio streams according to their associated 6DOF attributes.”
Use case 16, Convention / Poster Session: “the audio and the avatars associated with the virtual users support directivity”
Use case 17, AR animated avatar calls: “rendering an audio overlaid to the real acoustic environment”
Use case 20, AR Streaming with Localization Registry: “In the case of spatial audio content, this may be presented in relation to the registered surfaces.ensures synchronized content playback for multiple AR users.”

	6. IVAS codec (including directionality of users) and related metadata
	See 5.

	7. Syncronized and share state of the shared XR scene or space
	Use case 11, Real-time communication with the shop assistant: “Synchronized AR scene between user and assistant”
Use case 14, 6DOF VR conferencing: “At the same time the UE of U5 sends its changing position to the conferencing server, which updates the virtual conferencing space with the new coordinates of U5. As the virtual conferencing space is shared, users U1–U4 become aware of moving user U5 and can accordingly adapt their respective renders”
Use case 21, Immersive 6DoF Streaming with Social Interaction: “Synchronization of scene”


Table 5.7.1: Overview of Requirements from different conversational/conferencing use-cases and their potential impact on nomitive work 
===== END OF CHANGES  =====
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