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Executive Summary
The EVS SWG (20 participants) met for one day prior to SA4#106. The purpose of this adhoc meeting was to present and discuss a subset of IVAS input documents, in order to have more time for discussions and editing of P-docs at SA4#106. Let alone the agenda in AHEVS-487, 12 input documents dealing with IVAS were covered and parked until SA4106. The IVAS-4 Editor (Mr. Huan-Yu Su, Huawei) was tasked to distillate the 12 documents into a draft update of IVAS-4 for early editing in SA4#106.
1 Opening of the session: October 20, 9:05 (local time)
The EVS SWG Chairman, Mr. Imre Varga (Qualcomm), opened the EVS SWG adhoc call. Minutes were taken by the EVS SWG Secretary, Mr. Stéphane Ragot (Orange).

Mr. Kyunghun Jung (Samsung) welcomed delegates and presented slides about the venue and the logistics of the meeting. The SA4 Secretary provided information about the 3GPP network.
2 Approval of the agenda and registration/allocation of documents
The EVS SWG Chairman clarified the schedule for the meeting. He presented a revision of S4-191116, which was the basis to produce the adhoc meeting agenda in AHEVS-487 (see Annex A of the present report).  The list of documents was edited online to put IVAS documents in the right categories and order of presentation (pass-through, input/output format…). The agenda in AHEVS-487 was agreed. 
The SA4 Secretary explained that a list of documents from the meeting will have to be put in the FTP site, and the documents dealt as S4-19xxxx in the adhoc will be duplicated as AHEVS-yyy in the EVS folder. He clarified that he would add the Tdoc number of EVS and handle the FTP transfer. He highlighted that formally the adhoc meeting and SA4#106 are two independent meetings, some delegates not attending the adhoc can ask to discuss documents again.
The EVS SWG Chairman emphasized that the purpose of this adhoc is to have more time for discussion and editing after the input contributions are covered, and the previous meeting showed that there was no time to edit, though the group went through all documents; he stated that the time for overall discussion or editing was zero or limited, and at SA#106 one should have discussions and editing as far as possible. He displayed the SA#106 schedule and he stated that it would be good if IVAS contributions are covered until Tuesday so that the entire SWG time on Wednesday and Thursday is available for editing and discussions. He invited delegates to compact presentations so that one can do editing of P-docs as far as possible. He reminded that the next SA4 meeting targets finalization of IVAS-3 and -4, which are scheduled to be finalized in January, and he stated that qualification documents should start in SA4#106, though there are no inputs on these documents. He commented that the project plan says that these documents start to be created at this meeting, and this is one more aspect to consider when talking about the meeting schedule and project schedule. It was noted that coordination with the Video SWG Chairman to see what are the audio related documents on FS_XR5G and what is the feasible time for the EVS SWG on Tuesday.
3 Progress work on IVAS          

Pass-through
Mr. Tomas Toftgard presented AHEVS-488 / S4-191161 IVAS pass-through mode, from Ericsson LM
Comments / questions: 

Mr. Stéphane Ragot (Orange) commented that this contribution was a resubmission of a previous proposal with some additional arguments, and he asked to clarify the new text about ‘specific audio channels could be interchanged (e.g. containing alternative voices) for channel-based. Mr. Tomas Toftgard (Ericsson) clarified that the support of pass-through is proposed but there are no performance requirements, and one could put requirements to have 2 channels containing different content, to output the same as in the input when the codec is in pass-through mode. He commented that one could put such requirement on content when discussing performance requirements. Mr. Stéphane Ragot (Orange) stated that this type of content may be artificial, and he commented that pass-through is not well defined, because one may wonder is the format is preserved if the input is 7.1 but the output is only stereo or mono; he stated that the proposal on pass-through seems to be mainly motivated by testing. Mr. Tomas Toftgard (Ericsson) stated that the playback may be communicated to the encoder and IVAS performance requirements may be defined to avoid that a 5.1 input is coded to mono. Mr. Stéphane Ragot (Orange) commented that seemed to rely on many system assumptions on the bitstream structure, way to negotiate the codec, etc. that are explicitly spelled out. Mr. Tomas Toftgard (Ericsson) stated that if the output format is not the same as the playback system one would do rendering, and a service could know what format is supported and use pass-through to simplify the rendering stage of the codec

Mr. Huan-Yu Su (Huawei) asked if it is intended for IVAS to have handshake negotiation or if the decoder will interpret whatever it gets. He stated that this may lead to lots of complications. Mr. Tomas Toftgard (Ericsson) commented that one needs rendering if one does not have at the playback what was transmitted.

Mr. Huan-Yu Su (Huawei) asked if one needs to tell if a codec is pass-through capable or not capable. Mr. Tomas Toftgard (Ericsson) stated that even if it is not pass-through one can decode and render the output.
Mr. Stefan Bruhn (Dolby) came back to the wording on interchangeable tracks for channel-based audio, and he stated that one would rather use object-based audio in this case. He commented that  if one takes stereo where one particular language talker is on the right channel, he wondered if this is really a stereo signal. He added that one could assume any kind of stereo coding, and one could use HE-AAC with stereo, then if one removes one channel and replaces it by another language it would not work and it does not make sense to use channel-based audio if one manipulates just one object. Mr. Tomas Toftgard (Ericsson) clarified that this one needs additional requirements if this is the case.
Mr. Stefan Bruhn (Dolby) commented on the understanding of object-based audio, and he noted that it would be allowed to drop objects. He asked how this is balanced with Ericsson’s criticism on the concept of track groups, where not all object attributes (e.g.; width) could be retained. He wondered if it is good to drop objects to keep object attributes, to have the possibility to manipulate objects.

Mr. Tomas Toftgard (Ericsson) stated that it would up to the service to decide, and one may want control one object, but not 50 objects. He commented that one could have the support of up to 3 objects, but if there are more objects one may use in non-pass-through for the remaining scene of objects. He stated that objects coded in non-pass-though would change to a default location, the proposal is to have the same functionality when bit rate goes down, so that rendering will be consistent.
Mr. Stefan Bruhn (Dolby) noted that in pass-through of objects one can drop objects, and in an early Ericsson proposal for channel-based audio it was allowed to do downmixing. He asked why not output just stereo instead of 7.1.4 for channel-based audio. Mr. Tomas Toftgard (Ericsson) stated that the output format would have the same format with the same number of channels as the input and this is still pass-through.

Mr. Stefan Bruhn (Dolby) asked if one would expect a 7.1.4 output if the bit rate is not sufficient (e.g. 24 kbit/s) and the input is 7.1.4. Mr. Tomas Toftgard (Ericsson) commented that this would be still pass-through because rendering is the same, but one may not get some higher spatial information at that rate. Mr. Stefan Bruhn (Dolby) commented that this is fighting for a principle for sake of this principle, and object dropping is severe. Mr. Tomas Toftgard (Ericsson) commented that this feature is used, if there are lots of participants, and one does not forward all objects, and this is not up to the codec to decide. He stated that if one does not like to drop objects, one can put them in non-pass-through before encoding, by having objects in channel-based or scene-based audio. Mr. Stefan Bruhn (Dolby) commented that a user would not understand what kind of format is used, and this user would listen with 2 or 1 ear, and he asked what is the purpose of the pass-through mode and what Ericsson wants to achieve. Mr. Tomas Toftgard (Ericsson) commented that the proposal is not about listening but it is about control or rendering.

Mr. Stefan Bruhn (Dolby) commented on the argument for scene-based, where higher order components might be lost, and he asked what is the gain of using an ambisonic renderer. Mr. Tomas Toftgard (Ericsson) stated that if the service is set up based on a scene-based audio input and an ambisonic renderer, one can use the IVAS codec for the service. Mr. Stefan Bruhn (Dolby) asked if the IVAS codec would only do ambisonic rendering. Mr. Tomas Toftgard (Ericsson) clarified that IVAS would be limited to ambisonic rendering in the given example. Mr. Stefan Bruhn (Dolby) stated that the IVAS render should support all types of required audio formats. Mr. Tomas Toftgard (Ericsson) stated that the IVAS encoder will support all, and there are IVAS requirements on an external render, and one could use for the service the external renderer based on the format. He commented that the IVAS codec is not a service, it is just a codec to be used.
Mr. Nils Peters (Qualcomm) asked if the priority flag is changing over time or stays as initially set. Mr. Tomas Toftgard (Ericsson) clarified that it can change, and typically it can be based on voice activity or loudness to prioritize most important streams. Mr. Nils Peters (Qualcomm) asked why not just use signal properties. Mr. Tomas Toftgard (Ericsson) stated that the encoder can do this if priorities are all the same, and one could say that one object is the presenter, one would not lose this object if one can only have one object based on the service. Mr. Nils Peters (Qualcomm) commented that there would be 2 decision makers, and it might be hard to prevent any conflict on priorities. Mr. Tomas Toftgard (Ericsson) stated that a priority index is provided it can be used as a basis of decision, assuming that one can see objects and put priorities before encoding.
Mr. Stefan Bruhn (Dolby) asked what optimization criterion shall be applied based on priority, and he asked what is the optimal quality at the receiver if one has to code two priority with priority 1 and 2. Mr. Tomas Toftgard (Ericsson) stated that priority is not used for quality but for selection of objects, and we should get consistent quality for these objects depending on capabilities. Mr. Stefan Bruhn (Dolby) commented that keeping an object or not has to do with quality. Mr. Tomas Toftgard (Ericsson) stated that this would be a feature of the codec, and one would know whether IVAS can support 3 objects at a given bit rate.

Mr. Stefan Bruhn (Dolby) commented that requirements are set for the codec, and one cannot assume a certain codec does something but one has to specify what kind of behavior should be expected. He wondered how to select a solution if the decision criteria is not defined prior or if this topic is excluded from the selection process. Mr. Tomas Toftgard (Ericsson) commented that one would put requirements on the needed number of objects to be supported. Mr. Stefan Bruhn (Dolby) asked what is the quality achieved by codecs A or B, and he expected that in a reference test using the uncoded signal, one would be worse if objects are dropped. Mr. Tomas Toftgard (Ericsson) commented that, if the codec is supposed to support 3 objects, one can check 3 uncoded objects and one would have tests for encoding of these 3 objects. Mr. Stefan Bruhn (Dolby) commented that an input could have 5 objects, and one codec might support 5 and another could support 3, but one would compare for a reference for 5 objects.
Mr. Paul Dillen (Philips) stated that one is discussing how everything could work, and he was concerned about the priority scheme. He commented that different listeners would not get the same quality because they might have different capacities and one might have different number of objects. He wondered what this means for the content provider. He did not understand how, in a system with more automatic generated content, different participants would have different mixes than other participants, all on the same meeting, and one might react to different content. Mr. Tomas Toftgard (Ericsson) clarified that the proposal is about the uplink, which is a single link with a single bit rate, and for lower capacities the encoder might not be pass-through, but for other links one could have pass-through. Mr. Paul Dillen (Philips) commented that different listeners would get a different number of objects. Mr. Tomas Toftgard (Ericsson) stated that they would get a different control. Mr. Paul Dillen (Philips) asked about server-less solutions. Mr. Tomas Toftgard (Ericsson) stated that the control would just disappear if one sends the same stream and needs to reduce bit rate. Mr. Paul Dillen (Philips) stated that it is very complex, if one needs to have less pass-through objects by putting them in non-pass-through mode.
Mr. Tomas Toftgard (Ericsson) stated that one needs a high bit rate if different instances of IVAS are used. Mr. Paul Dillen (Philips) commented that it is more important to get the content rather than the format. Mr. Tomas Toftgard (Ericsson) stated that there would not be requirements on pass-through-only operation. 

Mr. Paul Dillen (Philips) commented on the possibility to reduce the ambisonic order and he wondered what to preserve. Mr. Tomas Toftgard (Ericsson) stated that at 8 kbit/s encoder cannot support a high spatial scene and the  discussion is to cover the whole bit rate range, in this case it is still possible to have pass-through.
Mr. Paul Dillen (Philips) commented that the proposal is to preserve the format, but at the same time one would drop objects or reduce the ambisonic order, which is conflicting. He wondered what Is the basic purpose of pass-through. Mr. Tomas Toftgard (Ericsson) commented that there would be 2 modes : in some use cases, one can control rendering, in another one can have non-pass-through to just encode the scene.
Mr. Paul Dillen (Philips) appreciated to see the discussion of a use case and he stated that one fails to see details in various use cases, and the exact purpose is not clear.  Mr. Tomas Toftgard (Ericsson) wondered if Philips did not see any use case for pass-through. Mr. Paul Dillen (Philips) could see the preservation of certain attributes needed in VR or spatial audio, and he stated that it is not clear how the loss of formats and objects works in real use cases. Mr. Tomas Toftgard (Ericsson) stated that one can either encode in non-pass-through or drop objects.
Mr. Markus Multrus (Fraunhofer) expressed some criticism to priority, and he wondered how this fits with the concept of signal tracks allowing same magic to code something with format transformation or mixing to play out something different. Mr. Stefan Bruhn (Dolby) stated that it is positive that Ericsson’s proposal includes a non-pass-through mode used as low bit rate. He commented on the handling and coding of individual objects, and he stated that he was not against the possibility to retain certain objects to have possibility to manipulate them. 

Mr. Lasse Laaksonen (Nokia) supported the priority information and he stated that there is a good use case for this. He referred to the Nokia input that relates to audio input priority. He commented that Nokia’s position is that this is something as an optional input that allows for the content provider or use case to optimize pass-through , the ability to separate an audio input at decoder or renderer. He commented that if the audio input is very complex, at some point dealing with bit rate, one needs an information to make a decision that suits the use case at hand. He supported this type of information, and stated that one needs to see how exactly it would be implemented.
Mr. Stefan Bruhn (Dolby) asked what an encoder would do just seeing priorities and what bit rate should be allocated, and he stated that this is very much unspecified.
Mr. Stefan Doehla (Fraunhofer) stated that the concept of priorities and dropping is an emergency measure and the normal behavior is to transmit all content, but when bit rate is too low then the emergency comes into play. Mr. Tomas Toftgard (Ericsson) commented that 50 objects cannot be supported at lower bit rates, and one can either put them into a scene and set constraints on objects. Mr. Milan Jelinek (VoiceAge) supported Fraunhofer’s view and he stated that priorities are discussed in length but they are a corner case. He would imagine that the service provides sufficient bit rate, and if bit rate drops and is not sufficient, one can also consider the corner case with a lower quality. He stated that one could imagine use cases where one favors the first or second solution, in both cases this is a sort of corner cases.
Mr. Nils Peters (Qualcomm) noted that 6 bits are used for object IDs, which means 64 objects. He asked what is the envisioned bit rate for natively encoding all of them and if one always uses the importance and drop some of them. Mr. Tomas Toftgard (Ericsson) clarified that the 6 bits are from the  Dolby proposal on the number of objects supported, and if the encoder cannot support pass-through, one could limit the input number of objects to encode. Mr. Nils Peters (Qualcomm) asked if the encoder is a preprocessor all time, and if it has to pre-render. Mr. Tomas Toftgard (Ericsson) stated the it would drop content if there are priorities. Mr. Nils Peters (Qualcomm) take the example of 64 objects and he stated that one may not be able to transmit more than 10 or 8 objects. He wondered if 64 objects can be encoded or if one would leave it to the source provider otherwise.

Mr. Stéphane Ragot (Orange) stated that this proposal including priorities, dropping of objects, assumptions on the negotiation, is following a bottom-up approach, and there are strong inter-related assumptions on the system that are not explicitly stated in the proposal. He commented that he could not understand what system is assuming to drop content, and it may make more sense to pre-render. He was concerned that the proposed use cases may be  technology oriented and he recalled that in the EVS time such use cases were put in an annex of the EVS TR because they were not valuable.

The EVS SWG Chairman referred to the IVAS-2 project plan and he asked what is more important: keep the project plan with no agreement, continue the discussion as long as one finds a conclusion. He stated that another method, if there is no agreement on certain parts, is not to define such design constraints, still design constraints could be agreed on the basis of the project plan. He wondered if the priority is on the time schedule or if one would nail down every detail. He commented that any solution in between can be discussed a bit further. He stated that at a certain point of point in time, one may declare ‘no go’ with no detailed design constraints but performance requirements would catch quality of candidates and measure on basis of quality. He suggested to consider this approach. He summarized that the group is far away, based on this discussion, to nail down a design constraint on pass-through.

Conclusion:
AHEVS-488 / S4-191160 was parked. 

Mr. Stefan Bruhn presented AHEVS-489 / S4-191197 On Passthrough Mode for Scene- and Channel-based encoder input, from Dolby Laboratories Inc.
Comments / questions: 

The EVS SWG commented that pass-through is not needed according to this Tdoc.
Mr. Tomas Toftgard (Ericsson) commented on assumptions of certain output configuration used to optimize encoding, and he asked how one can you know the output format to optimize for. Mr. Stefan Bruhn (Dolby) referred to a past discussion and he recalled that Ericsson could support the idea that the encoder is aware of the output. Mr. Tomas Toftgard (Ericsson) commented that there was disagreement on the interface to the encoder. Mr. Stefan Bruhn (Dolby) stated that it is some extra information that may be used, but it is not a constraint, and the coder may choose to ignore it. Mr. Tomas Toftgard (Ericsson) wondered why introduce this proposal again. Mr. Stefan Bruhn (Dolby) suggested working on this, and he stated that there is a different understanding of what are constraints or useful information.  Mr. Tomas Toftgard (Ericsson) stated that there are cases where one does not know this information and he wondered how one could assume that it is always available. Mr. Stefan Bruhn (Dolby) stated that one cannot assume that the renderer configuration is exactly the input. Mr. Tomas Toftgard (Ericsson) stated that one may tell the input configuration and one could at least avoid format conversion at high bit rates.
Mr. Markus Multrus (Fraunhofer) stated that the contribution argues that in case of certain characteristic or certain channel limitations, one does not want to keep the original input format. even for channel or scene-based audio. He stated that first of all one would feed a certain format because certain characteristics come with this format, for example spatial resolution. He commented that, if one puts this format, one wants to preserve the format and it is not good idea to change it, lose information and lose the full control. He stated that in this case the encoder does something that you did not want. He stated that if there is a problem of bit rate, one will notice it at the sending side (device or MCU or content producer). He commented that today in cinematic production one could produce content for mobile and if one has to reduce bit rate, then typically one simply feeds a different format to the encoder. He wondered why not do this as well. He stated that if the original format is not kept, but the encoder applies some magic on in, one has no control. He emphasized that a much better choice is to feed a different content to the encoder with the assumption that coding is optimal and content is kept. Mr. Stefan Bruhn (Dolby) stated that the best way to obtain optimal quality is up to everybody’s codec design and at lower bit rates one would find other optimizations. He did not want to be forced to retain a format, and he stated that it has to be renderable, 
and there should not be cases where one would not be able to render anything. He stated that one has to provide the best possible quality for a given rendering like listening over headphones, whatever the input for the encoder. He stated that if not using headphones but using a home stereo system with an unknown configuration, one may not communicate the configuration to the sending side.

Mr. Markus Multrus (Fraunhofer) stated that there may be a device on sending or a human being, and given that the codec is standardized and that it has full knowledge of material, whether the sound source is in channel or represented by certain scene representation, one knows what resolution is good, what characteristics is good for a certain scenario, and it is much wiser if optimizations are not done in the codec, because the codec has not the knowledge of all application scenarios, there might be new ones, and it is wiser if the choice is done by a human being or the sending device, rather than in the codec. Mr. Stefan Bruhn (Dolby) asked what would be the encoder assumption if the rendering configuration is not known. He stated that if the only constraint is limited bit rate and if content is 7.1, there has to be certain assumptions on what is the best way to reproduce content, one way is to render. Mr. Markus Multrus (Fraunhofer) stated that a 7.1 input would lead to the assumption of 7.1 reproduction. Mr. Stefan Bruhn (Dolby) stated that this works if there is unlimited bit rate, and if one has just 32 kbit/s, one has to show how to get the best quality for 7.1 rendered through. Mr. Markus Multrus (Fraunhofer) stated that Dolby participated in parametric coding like MPEG Surround, and knows that state of the art like this can support such bitrates, and he stated that if there is a 7.1 input and the output is not clear one can wonder why change it. He stated that the most transparent thing is to keep the input configuration. Mr. Stefan Bruhn (Dolby) stated that it ignores that one can be limited in bit rate and it feels that one is not doing the best thing for quality. Mr. Markus Multrus (Fraunhofer) commented that this is about border cases where few packets may have a reduced bit rate, and one should discuss about the main application. He stated that transmitting 7.1 would not be at 7.2 kbit/s, but one would select a bit rate range for audio formats just like for EVS, where 5.9 or 7.2 only support NB or WB, and  SWB cannot be supported. He commented that for EVS there was a compromise on audio bandwidth or quality, and one needs to do the same for IVAS, and the bit rate for stereo will go to lower bit rates than 7.1, and borderline cases should not be main focus. Mr. Stefan Bruhn (Dolby) stated that it is reasonable that the allocated bit rate is for instance 32 kbit/s, and if one wants to access 7.1 content it feels wrong to mandate that the output has to be again 7.1. Mr. Markus Multrus (Fraunhofer) commented that if one selects a bit rate capable of giving 7.1 and the input is converted to stereo as first step, it is a fake 7.1, and it would then be more logical to convey stereo directly. Mr. Tomas Toftgard (Ericsson) supported Fraunhofer’s view and he stated that one cannot expect 7.1 and run it at very low bit rate like normal operation, and one may have to do downmixing due to a drop of bit rate which is not normal operation. He commented that If one does conversion before, one cannot expect the properties of 7.1, so one can wonder why input this content to the encoder.
Mr. Stefan Bruhn (Dolby) asked what are the assumed conversions before encoding. He commented that one may do conversion because 7.1 not supported, and the encoder may have the capability to find other representations. Mr. Tomas Toftgard (Ericsson) commented that one would expect certain properties on the encoding side and one would want to preserve content, and in case of downmixing one would not preserve content but do the encoding to another format. Mr. Stefan Bruhn (Dolby) stated that there is a difference between content and format, and content is still there even if one has to downmix to stereo for instance, and it may happen that one would just listen over stereo headphones and expect the best quality when rendering to a binaural representation and this is the configuration one should optimize for, and one may not retain the input format as it was. Mr. Tomas Toftgard (Ericsson) stated that this is a format conversion from the codec, and the main functionality of the codec is to transmit the input signal, and this could be feature of non-pass-through which includes format conversion, and he stated that priorities could be handled outside or within the codec.

The EVS SWG Chairman concluded that there is no convergence on this topic, and he suggested to move to other contributions to speed up and use time for things that have a chance to be agreed.
Conclusion:

AHEVS-489 / S4-191197 was parked. 

Mr. Paul Dillen presented AHEVS-490 / S4-191176 On the use of track groups, from Philips International B.V.
Comments / questions: 

Mr. Tomas Toftgard (Ericsson) commented on the combination of types of tracks in a track group which are separately optimized, and he asked if this corresponds to separate instances of IVAS like in the Dolby proposal. Mr. Paul Dillen (Philips) clarified that separate instances could be an implementation.
Mr. Tomas Toftgard (Ericsson) commented that the allocation to track groups would not be depending on others but for the total content one would anyhow rely on encoding other track groups. He wondered how one can say there is independent coding, and he stated that VBR can depend on network conditions.  Mr. Paul Dillen (Philips) stated that everything will scale down if channel conditions change, and  if one object is in one track group and another object is in another track group, this is the same as pass-through, but in the pass-through proposal from Ericsson one of two objects is killed. He commented that the two objects may be co-presented but one wants manipulation and one may hear quality fluctuations. 

Mr. Tomas Toftgard (Ericsson) stated that one object could require a higher bit rate, and it more difficult if one allocates separately. Mr. Paul Dillen (Philips) stated that the quality of the second track group will not change, and quality of track group 1 will depend on the quality of track group 2. Mr. Tomas Toftgard (Ericsson) stated that this is true only if VBR is used. Mr. Paul Dillen (Philips) stated that the proposal is to have fixed bit rate for track groups, and in this case, if one combines objects when coding, the bit rate gets higher. Mr. Tomas Toftgard (Ericsson) noted that the bit rate might not be static. Mr. Paul Dillen (Philips) stated that this is not decided by the encoder. Mr. Tomas Toftgard (Ericsson) asked how one can optimize this encoding. Mr. Paul Dillen (Philips) stated that bit rate is statistically allocated to track groups, otherwise quality is guaranteed. Mr. Tomas Toftgard (Ericsson) stated that one will get less quality if using constant bit rate for a more complex signal. Mr. Paul Dillen (Philips) stated that one gains by having fixed bit rate allocation if one wants to manipulate audio.

Mr. Tomas Toftgard (Ericsson) stated that one can have fixed bit rate, but one should also allow for more optimized encoding of a group of objects. He commented that for a set of objects, signals might be different with music or speech in different objects, which might have different requirements on bit rate, and one might distribute bit rate evenly and assume constant quality. He stated that one needs to analyze content, and it is time dependent. Mr. Paul Dillen (Philips) stated that there will be fluctuation of quality depending on other content. Mr. Tomas Toftgard (Ericsson) commented that the constraint is to have a single transmission link, and one cannot increase bit rate, and one need to consider coding of other streams for the total bit rate.  Mr. Paul Dillen (Philips) commented that pass-through includes joint bit rate of objects and if one encodes 10 objects and listen to 1 the other 9 objects will make quality fluctuate. Mr. Tomas Toftgard (Ericsson) commented that there is a cap on bit rate and allocation depends on all objects as there is a total bit rate for transmission.
Mr. Stefan Bruhn (Dolby) commented that two concepts may be confused: one concept is source-controlled bit rate adaptation and channel-based bit rate adaptation. He stated that, when using source-controlled adaptation and one wants to focus on a particular object, one will get modulations of bit rate depending on what allocation and this goes against the concept of having objects manipulable. He stated that one cannot have both, either they are coded independently or on accepts the dependency and does joint coding but one cannot freely manipulate these objects.
Mr. Milan Jelinek (VoiceAge) stated that at constant bit rate one would distribute bit rate to several objects based on the source, and it makes coding more efficient, and this does not affect the possibility to access objects independently, but one can optimize bit rate to code objects. Mr. Stefan Bruhn (Dolby) took the example of 3 objects and he stated that the receiver may decide to focus on object 3, the encoder would do smart (pseudo intelligent) bit allocation based on activity or power on objects 1 and 2, so most bit rate will go to objects 1 and 2, but object 3 will get what is left over, and there is no independence any longer. Mr. Milan Jelinek (VoiceAge) commented that at constant bit rate one may use the VBR concept to put bit rate where needed, and if the encoder does not know what object is preferred, one will always have object 3 at constant overall bit rate but, with VBR, on average quality will be better, even if locally bit rate is lower for object 3. Mr. Stefan Bruhn (Dolby) stated that one wants to optimize for overall performance, one has some kind of defined rendering for all objects, and one cannot optimize for the case when the receiver is only focusing on object 3, and there is no independence because one would you suffer from quality variation for object 3.
Mr. Markus Multrus (Fraunhofer) stated that in practice one would have smart control, and a realistic scenario with 3 objects, would typically have some objects inactive or silent over time, and he wondered why putting a lot of bit rate on inactive objects. If all 3 objects are active, one would put the same amount of bit rate so one would fall back to the fixed bit rate distribution case. Mr. Huan-Yu Su (Huawei) commented on this example of 3 objects and source-dependent bit allocation where quality suffers, and he asked how the track groups fix the problem and what is the benefit. Mr. Stefan Doehla (Fraunhofer) had the same question to Philips. Mr. Huan-Yu Su (Huawei) stated that the concept of track group is trying to solve the problem and he asked if it solves it. Mr. Paul Dillen (Philips) commented that track groups are used to declare that track belong together for presentation. Mr. Huan-Yu Su (Huawei) stated that one takes freedom from the user.  He wondered if one should allow the user to have flexibility to listen to object 3. Mr. Paul Dillen (Philips) commented that one would put object 3 in a separate track group. Mr. Huan-Yu Su (Huawei) stated that one would need feedback from the user to the encoder. Mr. Stefan Bruhn (Dolby) stated that one can negotiate this upfront and check that there are resources available to guarantee that you can use bit rate individually, and one can use DTX on each these objects to have a good efficiency.

Mr. Lasse Laaksonen (Nokia) stated that there are various input formats, and the track group concept is understood as a group of one or more tracks, mono or coefficients, and he asked if metadata is only external to the audio format or if it can be in the audio format description itself. Mr. Paul Dillen (Philips) commented that it is independent of audio formats, and the representation does not depend on how it is manipulable. Mr. Lasse Laaksonen (Nokia) asked if this concept precludes any type of audio format that includes metadata to describe the scene itself. He stated that he was confused about the whole paradigm of track groups, where one would put some amount of audio inside one track group, based on the language in the document, and he wondered how it relates to audio formats themselves. Mr. Paul Dillen (Philips) stated that the description is very abstract, and one concrete example is channel-based audio with one object that have to be rotated with head movement, then one can put them all in one track group, and it is joint manipulability, and channel-based audio or object do not have to know that it’s co-presented, so metadata could be independent. Mr. Stefan Bruhn (Dolby) state that the proposed track group concept is essentially agnostic from IVAS codec design constraints, and it makes sense that a track group for IVAS should at maximum contain what are the allowed input formats. He commented that formats with metadata would be part of the track group concept.

Mr. Stefan Doehla (Fraunhofer) commented that it appears that a track group is a subscene with separate IVAS instances, and one would evaluate quality per track group. Mr. Paul Dillen (Philips) commented that the description is more at the abstract level, and implementing as separate instance is one possibility.
Mr. Milan Jelinek (VoiceAge) commented on the fact that functionality of the track groups may be supported for any codec by running several instances of the codec, he stated that the use of multiple instances has never been part of design constraints, and he wondered what was the advantage to consider several instances. Mr. Stefan Bruhn (Dolby) stated that the advantage is get objects that can be manipulatable individually, with no intermodulation of bit rate allocation, and another gain is to negotiate upfront to know exactly if resources are available.

Mr. Milan Jelinek (VoiceAge) considered the case of one object per instance, and he wondered why this is discussed for IVAS. He commented that one can use different instances of EVS. Mr. Stefan Bruhn (Dolby) stated that one does not need to discuss object pass-through for design constraints in IVAS and one would be able to manipulate objects individually. Mr. Milan Jelinek (VoiceAge) commented that there is a difference between stereo or spatial coding vs multimono coding, and he could not see why put multimono in IVAS design constraints, because one will always be able to use several instances of IVAS. Mr. Paul Dillen (Philips) asked why pass-through in design constraints. Mr. Milan Jelinek (VoiceAge) commented that if one does not need IVAS for object coding, one can take EVS. Mr. Stefan Bruhn (Dolby) stated that one can use EVS for object pass-through, and one should not try to do a new codec that deviates from EVS, and one may allow objects to presented jointly. Mr. Milan Jelinek (VoiceAge) asked why force joint rendering. Mr. Stefan Bruhn (Dolby) clarified that joint rendering would not be mandatory and this would not be a design constraint. 
Mr. Milan Jelinek (VoiceAge) clarified that VoiceAge has never suggested any constraint on pass-through. Mr. Stefan Bruhn (Dolby) commented that Ericsson is all the time repeating the proposal on pass-through. Mr. Tomas Toftgard (Ericsson) stated that the constraint is when putting everything in a separate track then one will not allow joint coding of objects, and he could not understand why have separate objects in a single transmission channel. 

The EVS SWG Chairman stated that if it is not possible to move forward with pass-through, it is better to know it earlier, rather than spending all time for something that goes nowhere.
Conclusion:

AHEVS-490 / S4-191176 was parked. 

The EVS SWG Chairman proposed to set a time limit of 20 mn for presentation and discussion to cover all subsequent documents on pass-through and input / output formats.
Mr. Markus Multrus presented AHEVS-491 / S4-191182 On Signal/Track Groups, from Fraunhofer IIS
Comments / questions: 

Mr. Stefan Bruhn (Dolby) stated that the main purpose of this contribution is to propose pass-through, and there is no use case motivation, which is a problem. He stated that there is no new argument for pass-through. Mr. Markus Multrus (Fraunhofer) commented that there has been a couple of lengthy argumentations on pass-through, and he disagreed on arguments which were brought against pass-through, and he commented that he was not convinced why pass-through is not needed.

Mr. Stefan Bruhn (Dolby) commented that Dolby is in favor of having object manipulation, but the problem is how to implement it, and Fraunhofer is proposing pass-through while Dolby is for a system level approach and he commented that one could leave it up to the codec discretion. He preferred to allow for the best possible rendering. Mr. Markus Multrus (Fraunhofer) stated that track and signal groups increase the degree of freedom, and the only way is to avoid audio format conversion to retain full control and keep each audio format.

Mr. Stéphane Ragot (Orange) stated that pass-through for binaural audio is already covered and does not need to be revisited as it is called direct headphone presentation. He noted that this contribution takes a strict interpretation of pass-through which is more aligned with the original proposal of pass-through by Orange, and he commented that for object-based audio it is noted that not all metadata is preserved which may not be consistent with the strict interpretation to keep the format. Mr. Markus Multrus (Fraunhofer) clarified that there is no definition of metadata in IVAS-4, and he was not sure that if one fills in e.g. the full ADM metadata everything needs to survive or if one has to quantize angle positions with infinite precision or 32 bits, and all that needs to be clarified. He stated that this is the reason why the note is not fully consistent, and the codec needs to understand what metadata needs to survive, so the term ‘quantization’  was chosen to indicate that metadata might not survive in a lossless manner.

Mr. Tomas Toftgard (Ericsson) stated that for scene-based audio there should be quantization loss and one has to see where is point one could say that it is not the same order anymore; he stated that it is difficult to define how much quantization one can have before the order is lowered.
Mr. Markus Multrus (Fraunhofer) stated that in EVS for SWB there was the same problem, if one takes a transform coder and provides SWB audio, it is rather the highest bands that are more likely to be quantized to zero, and in EVS there were test methods to verify that bands are preserved in average, and if certain high coefficient is close to zero, the coder might decide to quantize everything to zero. He commented that one could do this kind of test methodologies to check.
Mr. Tomas Toftgard (Ericsson) asked how the verification of bandwidth was verified for EVS. Mr. Markus Multrus (Fraunhofer) recalled that there were objective tests that checked for energy preservation. Mr. Stefan Doehla (Fraunhofer) recalled that there was a verification phase that check the EVS codec. Mr. Stéphane Ragot (Orange) recalled that there was a requirement not amplify the signal and a tool from VoiceAge was used. Mr. Milan Jelinek (VoiceAge) clarified that the tool operated by subbands.
The EVS SWG Chairman suggested to close this document and he stated that one may come back to this topic in offline discussions.
Conclusion:

AHEVS-491 / S4-191182 was parked. 

Mr. Stefan Bruhn presented AHEVS-492 / S4-191195 On the main purpose of audio track groups, from Dolby Laboratories Inc.
Comments / questions: 

The EVS SWG Chairman stated that this document is for discussion to improve the understanding of track groups.
Mr. Tomas Toftgard (Ericsson) stated that Ericsson reused the name of track group but there is a different understanding, and Ericsson proposed to have a pass-through flag for groups, however if this is not possible a different definition of track groups may be needed. He commented that it is not useful if pass-through is not possible and one cannot control objects on the rendering side.
Mr. Stefan Bruhn (Dolby) took the example of conferencing where it can be interesting to know what participant is in what object, in case there is no bit rate to encode this, one can keep track of those who are talking in combined coding, even if one cannot manipulate them individually. He stated that it is still good to have the idea of who is where, and this could be used as information on the user interface to see who is the active participant.
Mr. Stefan Doehla (Fraunhofer) suggested talking about instances, and he commented on object IDs and he stated that a step forward on document on metadata is that each track group has an object ID, and he wondered if all objects within an instance would not have their ID preserved. Mr. Stefan Bruhn (Dolby) clarified that this would not be the case but one would still know that combined representation of talker (for instance 5, 9, 11) is transmitted. 
The EVS SWG Chairman commented that potentially it may make sense to have joint editing with some elements that appear here.

Conclusion:

AHEVS-492 / S4-191195 was parked. 

Mr. Stéphane Ragot presented AHEVS-493 /S4-191212 On pass-through mode for scene manipulation, from Orange
Comments / questions: 

Mr. Milan Jelinek (VoiceAge) commented on alternative B, and he asked if there is any advantage to have different instances of the IVAS codec and to combine rendering. Mr. Stéphane Ragot (Orange) clarified that one could have parallel renderers and mix the overall signals and this could be an alternative B2 or D.
The EVS SWG Chairman noted that there can be more alternatives. He invited to discuss if any alternative should be mandated.
Mr. Stefan Doehla (Fraunhofer) stated that some alternatives are at system level, and some are part of IVAS, he asked Orange if it is assumed that for each alternative design constraints are the same or there are specific design constraints for each alternative.

Mr. Stéphane Ragot (Orange) commented that it would be better to define upfront how to negotiate and transport IVAS in a generic manner upfront and he stated that design constraints would depend on alternatives.

Mr. Stefan Bruhn (Dolby) stated that alternative A is to handle a multitude of inputs, and it may be quite complex, while alternatives B and C require smaller units for coding which gives an easily manageable codec with somewhat reduced functionality. He stated that alternatives at system level put available resources to build more complex services.
Mr. Milan Jelinek (VoiceAge) stated that proposal D is related to Fraunhofer’s comment, and alternatives A and B2/D are not incompatible. He commented that one can always run several instances.
Mr. Stefan Bruhn (Dolby) commented that it would be possible to do mixing after rendering, and if the renderer has certain complexity, most likely there are advantages to have only one renderer. Mr. Milan Jelinek (VoiceAge) stated that probably it is also the case for one decoder instead of many decoders.
Mr. Stefan Doehla (Fraunhofer) commented on alternative B, and he asked if alternative B would be compatible with an external renderer.
The EVS SWG Chairman asked if it would make sense to edit this document and try to converge. Mr. Stéphane Ragot (Orange) stated that one would need first to see the conclusion for pass-through.
Conclusion:

AHEVS-493 / S4-191212 was parked. 

Mr. Stefan Bruhn presented AHEVS-494 / S4-191193 On the importance of content integrity, from Dolby Laboratories Inc.
Comments / questions: 

Mr. Milan Jelinek (VoiceAge) had some trouble with the example, and he stated that it might be right if there are 2 objects, but this depends on the bit rate, and one could be in a situation where if one object is dropped the receiving side gets at least the dominant talker, while if one tries to encode the scene, quality can get very bad, and one could encode a single talker at low bit rate and get the message while encoding double talk is difficult. He stated that one would need to try, but he would not take it as granted. Mr. Stefan Bruhn (Dolby) stated that this is a simplistic example, and he agreed that coding with a regular speech codec may be problematic for two interfering talkers, still he stated that comparing this to dropping one of the talkers, one could be quite sure what would be preferred. Mr. Milan Jelinek (VoiceAge) stated that this is speculative, and it cannot be granted and it might be dependent on bit rates. He commented that these are corner cases, and VoiceAge is not a proponent of pass-through. He stated that the main use for object manipulation is when there is enough bit rate to transmit the number of objects that are meaningful and he stated that this situation is similar to the 6.6 kbit/s mode of AMR-WB that one would not like to use in general, but it is useful when the network gets temporarily bad. Mr. Stefan Bruhn (Dolby) stated that one does not know if this is a corner case and what are bit rates for IVAS, and if one could use 128 kbit/s one could wonder if IVAS is needed for efficient compression. He stated that in many cases bit rate will be limited, and one cannot say low bit rate availability is a corner case. Mr. Milan Jelinek (VoiceAge) did not think there will be more than two objects, possibly three or four objects, unless participants are really undisciplined, and there would not be 10 persons talking at same time which would approximately correspond to 128 kbit/s.
Mr. Huan-Yu Su (Huawei) commented that lots of discussions are on combining objects at low bit rates and one might consider to leave the design to proponents to consider the rendering stage in the encoder stage and come back with the best performance. Mr. Stefan Bruhn (Dolby) agreed with this suggestion to leave it up to codec proponents.

Mr. Huan-Yu Su (Huawei) was concerned with defining design constraints with little steps, with lots of things, and he stated that chances are difficult to finalize design constraints and he suggested to set constraints at high level of features and let details to be handled by proponent companies.
Mr. Markus Multrus (Fraunhofer) stated that it is wrong to discuss content vs. format integrity, and the codec should aim for both, and he took the example of a washing powder that would either clean or preserve colors. He commented on Huawei’s proposal that one may decouple the simplification stage which would be up to device manufacturers who know the content, microphone placements.
Mr. Lasse Laaksonen (Nokia) stated that the priority information is not only about dropping objects, and this is one example of what could be done, it would be an optional information for specific audio inputs and only applied when necessary or useful from the content creator perspective.

Mr. Stefan Bruhn (Dolby) stated that dropping certain objects would result in severe loss of information, and if DCR testing is applied, one could wonder how quality would be perceived when comparing some items where certain parts of the content has disappeared. He commented that dropping of audio attributes like the location of objects would in any case still retain the spoken content of the items, which is a big difference from a user perspective, He commented that a user may see that the level of an object cannot be controlled individually, and this may be a value-added feature, but not a key feature.
Mr. Tomas Toftgard (Ericsson) asked how track groups solve the problem. He stated that one needs a guaranteed bit rate, and the level adjustment would be lost in non-pass-through. Mr. Stefan Bruhn (Dolby) commented on the feature that objects should be manipulable, and he stated that if resources are not available on would not negotiate it, and one may know upfront that the user should not have the wrong impression. Mr. Tomas Toftgard (Ericsson) stated that the whole idea of pass-through and priorities is to have a consistent rendering. He stated that one could set a lower limit, negotiate a range of bit rates, and it is much more difficult with spatial audio to keep spatial properties.
Mr. Stefan Bruhn (Dolby) stated that at session setup one may detect limited bit rate and one can retain one object that can be manipulated and another number of objects goes to a joint representation, and he asked what is the complication with this. Mr. Tomas Toftgard (Ericsson) stated that this is in line, and there will be a minimum number of objects depending on bit rates. He stated that one difference is about bit rate allocation, otherwise the solution has same pros and cons, and one needs a higher bit rate if there are separate objects. Mr. Stefan Bruhn (Dolby) referred to AHEVS-496 / S4-191191 for a discussion on bit rate allocation.

Conclusion:

AHEVS-494 / S4-191193 was parked. 

Mr. Stefan Bruhn presented AHEVS-495 / S4-191190 On quality control of individually manipulatable objects, from Dolby Laboratories Inc.
Comments / questions: 

Mr. Tomas Toftgard (Ericsson) asked to clarify how to request more bit rate without talking about total bit rate. Mr. Stefan Bruhn (Dolby) referred to AHEVS-496 / S4-191191. He clarified that AHEVS-495 / S4-191190 is about the priority-based control, and the message is that priorities are a new concept in communication with feedback, and there is already bit rate control, it gives a more direct control on quality than priorities. Mr. Tomas Toftgard (Ericsson) stated that priorities are used to signal priorities for objects, and one can still implement the type of structure with multiple instances.
Mr. Stefan Bruhn (Dolby) stated that Dolby is not against dealing with priorities at a call server, but the codec operation with priorities does not give a clear optimization criterion, and everybody has room to understand the optimal performance when setting priorities. He commented that bit rate adaptation is well-defined. Mr. Tomas Toftgard (Ericsson) stated that performance requirements are needed and this will be tested.

Mr. Stefan Doehla (Fraunhofer) pointed to the conclusion and he asked what is the ideal reference quality. Mr. Stefan Bruhn (Dolby) stated that the codec will be characterized across different bit rates, for example on binaural system, and one will know what quality one gets at a particular bit rate, which is much different from priorities where one will never know what quality one would get.
Conclusion:

AHEVS-495 / S4-191190 was parked. 

Mr. Stefan Bruhn presented AHEVS-496 / S4-191191 On bit rate allocation to individually manipulatable objects, from Dolby Laboratories Inc.
Comments / questions: 

Mr. Tomas Toftgard (Ericsson) commented on the overprovisioning, and he stated that one could assume different schemes (fixed bit rate, DTX to get variable bit rate). Mr. Stefan Bruhn (Dolby) clarified that the assumption Is that one allocates 3 different instances, and one may now use DTX principles to benefit that not all talkers are active at the same time.  Mr. Tomas Toftgard (Ericsson) stated that this is VBR if one allows other objects to be DTX. Mr. Stefan Bruhn (Dolby) stated that this is not VBR but there are different instances. Mr. Tomas Toftgard (Ericsson) commented that they operate in the same device, and one still needs to transmit the active talker. Mr. Stefan Bruhn (Dolby) noted that current design constraints assume constant bit rate at codec level. He stated that one could negotiate 32 kbit/s or allowed to use DTX. Mr. Tomas Toftgard (Ericsson) stated that one could switch to a lower bit rate. Mr. Stefan Bruhn (Dolby) noted that one may switch to other bit rates among those allowed and one would need some kind of external control. Mr. Tomas Toftgard (Ericsson) commented that one would get varying quality if the number of active objects is 2 or 3 voices for EVS allocated at a fixed rate. Mr. Stefan Bruhn (Dolby) commented that if one starts with a system negotiation at 32 kbit/s to guarantee that 3 objects are pass-through, then fine grain bit rate control would not help, and there is overprovisioning. Mr. Tomas Toftgard (Ericsson) commented that in other cases one could switch down bit rate. Mr. Stefan Bruhn (Dolby) confirmed that this would be possible since individual streams are set up with 3 instances.

Mr. Milan Jelinek (VoiceAge) has a comment similar to Ericsson, and he stated that if one puts different objects in a track group, one does not require that these objects are individually manipulated at the decoder, while in the pass-through proposal these objects can be individually manipulated. He commented that the benefit of track groups is unclear.
Mr. Stefan Bruhn (Dolby) commented that the proposal from various companies that IVAS shall support object pass-through, and Dolby’s view is that object pass-through is not a feature that should be mandatory if people want object manipulability. He commented that one can do it with separate instances, and many things are system-level aspects that will never go in IVAS design constraints. He stated that one does not need object pass-through to get an efficient system.
Mr. Milan Jelinek (VoiceAge) stated that one needs to see differences to try to converge, and he did not see the difference between track groups or codec instances. Mr. Stefan Bruhn (Dolby) stated that the track group concept was not proposed as completely new, and it was possible to do something like before, and track groups are just a way to structure metadata, to say this track group goes to separate instance of IVAS. Mr. Milan Jelinek (VoiceAge) stated that traditionally this is not part of codec design constraints if dealt with different instances, and this is out of scope of IVAS. Mr. Stefan Bruhn (Dolby) commented that one may want to keep complications for IVAS as small as possible, and the ability to manipulate objects individually can be done at system level with several instances. Mr. Milan Jelinek (VoiceAge) commented that the disagreement is clear and limited to a small area.

The EVS SWG Chairman suggested stopping here and concluded that there is clear divergence.

Conclusion:

AHEVS-496 / S4-191191 was parked. 

Input / output formats

Mr. Lasse Laaksonen presented AHEVS-497 /S4-191173 Capture of input format combinations for IVAS, from Nokia Corporation
Comments / questions: 

Mr. Stéphane Ragot (Orange) stated that the first use case on hand-held handsfree is a bit simplified and one should also consider aspects that are important for user experience, such as audio synchronization and echo cancellation. He also commented that the presented use cases are interesting and would justify adding one object to a scene description, but he did not see the logic to go up to 8 channels. Mr. Lasse Laaksonen (Nokia) stated that aspects like synchronization of inputs and echo cancellation are important, and the assumption is that from the codec point of view the input is correct. He stated that one may consider synchronization optionally, Nokia’s view is that the codec encodes what it sees and there is sufficient description for correct rendering. He stated that there is some sort of somewhat arbitrary jump from 1 to 4 objects, and it may be too limiting to have one object in addition to spatial audio, so it is proposed to have an upper limit looking at the number of channels that was so far agreed. He commented that the choice of 4 objects is in the reasonable ballpark for content originating from one side, if one considers also for example a teleconference bridge or some other type combining different inputs, this might be even limiting.
Mr. Nils Peters (Qualcomm) stated that this proposal motivates object capture for UGC, which is interesting, and he commented that there are products where a Bluetooth microphone is mixed with devices separately and having them discretely is useful for different applications. He commented that in the main capture ambisonics might be too constraining, and there are other formats like 5.1 or stereo, where the support of additional of object capture is interesting.
Mr. Stefan Bruhn (Dolby) commented on the proposal to consider FOA, and he stated that this is a bit limited, and it may be easier to conclude for the non-combined formats on what would be the maximum orders. He also highlighted that formally speaking decisions on some metadata assisted audio formats are not fully done, and he preferred to have a kind of agreement on the pure formats. He asked, to understand the impact of the proposal, if pass-through would be required or if one could have such a kind of input and give up on pass-through using the track group concept. Mr. Lasse Laaksonen (Nokia) state that this type of use case would benefit from the ability to control at rendering the separability of formats to adjust a user voice volume in relation to spatial audio, to find preferred presentation for whatever reason suitable for the listening environment. He commented that this could be achieved with the pass-through mode or separate instances, in that sense both approaches would work, but it is important to make it simple for the user. He clarified that FOA is considered for the same reason as 4 objects, due to the limit of 8 channels which is the current level of channel support in this work item. He commented that if higher number of channels are agreed, it could be extended here

Conclusion:

AHEVS-497 / S4-191173 was parked. 

Mr. Markus Multrus presented AHEVS-498 /S4-191181 IVAS Output Formats, from Fraunhofer IIS
Comments / questions: 

Mr. Stefan Bruhn (Dolby) commented that this Tdoc does not contain a discussion, therefore it is not useful to discuss arguments and pros and cons. He highlighted some positive aspects, where new things for scene-based and object-based, proposing multichannel, binaural, stereo and mono, would be quite reasonable, however in Dolby’s contribution there is a different view on multichannel rendering, so a recommended status is preferred. He preferred to bring output formats to be harmonize for channel-based audio.
Mr. Nils Peters (Qualcomm) commented that object and scene-based audio can be rendered to customized setups, as people do not have the proposed speakers, and he asked if this is excluded in the proposal. Mr. Markus Multrus (Fraunhofer) stated that in design constraints this is an absolute minimum to support, and the proposed configurations are 4 commonly used loudspeaker configurations. He noted that sets like angles are not described and one would not exclude a candidate to render to arbitrary setups. 

Mr. Nils Peters (Qualcomm) commented on the ‘.1’ and he asked if one would render LFE out of object and scene-based audio. Mr. Markus Multrus (Fraunhofer) stated that one needs to see if this happens, and it should not matter if one feeds LFE or not in the output loudspeaker configuration. Mr. Nils Peters (Qualcomm) commented that it matters for implementers. Mr. Markus Multrus (Fraunhofer) did not see what Qualcomm was going after, and he stated that those are configurations typically defined, and if one renders a cinematic content, it is proposed to use them.
Conclusion:

AHEVS-498 /S4-191181 was parked. 

Mr. Stefan Bruhn presented AHEVS-499 /S4-191196 On Mandatory and Recommended IVAS Codec/Renderer Output Formats, from Dolby Laboratories Inc.
Comments / questions: 

The EVS SWG Chairman asked to clarify what would be the meaning of recommendations. Mr. Stefan Bruhn (Dolby) stated that a recommendation is typically something where candidates could submit a codec that would not follow the recommendation, however rigid selection rules may severely penalize a codec not meeting these recommendations and one would not expect that a solution would not be provided. He commented that another implication is that one may focus on mandatory features for testing during qualification and he commented that testing in selection would be for further discussion. The EVS SWG Chairman commented that there would be a further impact for complexity calculation.

Mr. Tomas Toftgard (Ericsson) commented that output formats have been discussed in length before agreeing on a minimum set, and now it is proposed to change some agreed text. He commented on the recommendations and stated that the capabilities need to be provided anyhow, and this is again the full matrix, and he could not understand why go back and forth.
The EVS SWG Chairman suggested sorting this out in the editing.
Conclusion:

AHEVS-499 / S4-191196 was parked. 

The EVS SWG Chairman suggested having an editing session based on all documents. He tasked the IVAS-4 Editor (Mr. Huan-Yu Su, Huawei) to try to distillate what is agreed. Mr. Milan Jelinek (VoiceAge) stated that one can isolate points where there is controversy and converge on the rest.
The EVS SWG Chairman suggested taking proposal on output formats to fabricate a working document.
4 Any Other business

The SA4 Secretary stated that this is a 3GU meeting, and there are 20 participants. He stated that the 12 documents that have been treated will be found on the FTP server and AHEVS-488 is the first one, and documents go from AHEVS-488 to AHEVS-499. 

5 Close of the session: October 20, 18:05 (local time)

The EVS SWG Chairman thanked delegates for their contributions and closed the meeting. 
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