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1 Introduction
For ITT4RT in the first scenario, shown in the Figure 1 below, the call is set up without the support of any media-aware network elements. Both remote participants, B and C, send information about their viewport orientation to A, which in turn sends them a viewport-dependent video stream from the omnidirectional camera. Omnidirectional video is captured by a set of cameras or a camera with multiple lenses and sensors.
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Figure 1 360-degree conference call
In the second scenario, the call is setup using a network function, which may be performed by either a Media Resource Function (MRF) or a Media Control Unit (MCU). This is shown in Figure 2 below. In this case, the MRF/MCU receives a viewport-independent stream from A. Both B and C, send viewport orientation information to the MRF/MCU and receive viewport-dependent streams from it. Figure below illustrates the scenario. The A/V channel for conversational non-immersive content also flows through the MRF/MCU in the figure.
Privacy and/or confidential and/or authorization level may be used for both scenarios in Figures 1 and 2 for example for viewport adaptation for remote participant.  
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Figure 2 A 360-degree conference call via MRF/MCU
2 Requirements for ITT4RT Systems

Some of requirements for ITT4RT systems are the following:

· Capability for the party that sends 360-degree video to send viewport-dependent and/or viewport-independent streams. 

· Timely delivery of the changes in viewport orientation from the remote participants, and appropriate low-delay actions to update the viewport-dependent streams. Any changes in viewport orientation should not lead to latency-prone signalling, such as SIP renegotiations.

· Capability to create viewport-dependent streams for individual UEs including an larger area of the original viewport for safe playback in the UE. 

· Given possible end device limitations as well as potential constraints on the conference room equipment, network-based processing should be considered for media workloads involving both conference room and remote participants, e.g., stitching of captured streams from the conference room, media composition, transcoding and prerendering for the remote participant, etc.

Regarding the feedback of viewport information, although it was stated as part of requirements that timely delivery of the changes in viewport orientation from the remote participants is required, however it is not clear about “how timely” the changes of viewport orientation should be sent to the transmitter from the receiver. The appropriate low-delay actions to update the viewport-dependent streams is also required. So far there is no hard requirements captured for timely delivery of the changes in viewport orientation from the remote participants.
RTCP has been used as an example to deliver the change of viewport orientation from the remote participants. RTCP usually operates at the order of seconds. For example, it was stated that minimum transmission interval of RTCP is five seconds [1]. Although such constraints may be later removed, there is no real number to illustrate the minimum transmission interval. It is not clear if RTCP can achieve the timely delivery of the changes in viewport orientation from the remote participants. In general there is 5% rule for bandwidth usage for RTCP feedback. If there is no sufficient bandwidth for ITT4RT system operation, then RTCP feedback could be sent less frequently. 

RTCP has fast modes such as immediate feedback and early RTCP feedback mode. However, the RTCP interval depends on the group size or number of remote participants. If the group size or number of remote participants increases, the RTCP interval could also increase to maintain the 5% of total bandwidth usage. When the group size or number of remote participants is small, immediate feedback can be used. When the group size or number of remote participants increases, early RTCP feedback mode can be used. As the group size or number of remote participants is large, the regular RTCP feedback mode should be used. Therefore, the interval of RTCP could be large when the number of remote participants is large. This could result in additional delay or latency.
3 Potential Considerations for ITT4RT Systems

To enable a more efficient 360-degree video delivery in 5G systems, viewport adaptation-based approaches for 5G NR are proposed. The proposed system for UE and gNB or multi-access edge computing (MEC)/mobile edge computing in 5G Media transmission and delivery for ITT4RT such as 360-degree VR video delivery for Remote Participant is depicted in Figure 3 below. As shown in the Figure 3, the conference room A is connected to a 5G cellular network and system with one or multiple gNBs or MEC through wired connections. UEs are then connected with the gNBs through wireless connections. These UEs are considered as remote terminals or remote participants with respect to conference room A. Conference Room A has a wired connection to a cellular network, and the network can connect and distribute to one or multiple gNB.
A remote terminal or UE (e.g., a user wearing an HMD) may participate to a conference and may send audio and optionally 2D video. A remote terminal or UE may receive stereo or immersive voice/audio and immersive video captured by a 360-degree omnidirectional camera in a conference room connected to a fixed network. For the remote UEs to connect and receive immersive 360-degree video from the conference room, remote UEs may need to establish Radio Resource Controller (RRC) connection with gNB and receive the 360-degree video stream from gNB or MEC. gNB or MEC may receive the 360-degree video stream from conference room A.
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Figure 3 Scenario for UE and gNB/MEC in 5G Media for ITT4RT

gNB or MEC may feedback viewport information such as viewport orientation information back to conference room A. UEs may feedback viewport information such as viewport orientation information back to gNB or MEC. Both B and C may also be another UEs which may reside in the same or different gNBs or MECs. Conference room A may send AR/VR video stream to gNBs or MEC which may in turn send to the UEs with viewport-dependent video stream. Such methods and systems for UE and gNB or MEC in 5G AR/VR media for Remote Participant are further depicted in Figure 4 below. Viewport adaptation occurs at Conference room A based on viewport information feedback via RTP control protocol (RTCP). Viewport information feedback from UE to gNB or MEC may be via RTCP. Viewport information feedback from gNB or MEC to Conference room A may be via RTCP as well.
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Figure 4 Methods and Systems for UE and gNB/MEC in 5G AR/VR for Remote Participant
Conference room A may send media or AR/VR stream to gNB or MEC with viewport independent video stream. gNB or MEC may not feedback viewport information back to conference room A. However, gNB or MEC may still collect viewport information from a UE or multiple UEs.

Such methods and systems for UE and gNB or MEC in 5G AR/VR for Remote Participant are depicted in the Figure 5 below. Viewport adaptation may occur at gNB or MEC based on a feedback using physical uplink control channel (PUCCH). For example, viewport information feedback from UE to gNB or MEC may be transmitted via a PUCCH. No viewport information feedback from gNB or MEC to Conference room A may be used. MEC may be co-located with gNB. MEC may perform same or similar functions as MRF/MCU as described previously. MRF/MCU could be a subset of functions performed at MEC.
In 5G system PUCCH channel is used to transport Uplink Control Information (UCI). For example, HARQ feedback, Channel State Information (CSI) and Scheduling Request (SR) can be transmitted using PUCCH. 5G NR PUCCH is flexible in time domain and frequency domain. The PUCCH channel currently utilizes five PUCCH formats, namely PUCCH format 0 - 4. Some PUCCH formats are short formats designed for small number of bits for UCI, while other PUCCH formats are long formats designed for large number of bits for UCI. For example, PUCCH format 0 and 2 are short format which occupies 1 or 2 OFDM symbols. PUCCH format 1, 3 and 4 are long PUCCH format which occupies 4 to 14 OFDM symbols. PUCCH format 0 and 1 could carry UCI payloads having small bit size. Other PUCCH formats could carry UCI payloads having large bit size. Larger payloads can be accommodated by assigning more resources e.g., more resource blocks (RBs) using resource allocation.  
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Figure 5 Methods and Systems for UE and gNB/MEC in 5G AR/VR for Remote Participant
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