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Executive Summary
The EVS SWG (25 participants) met in 9 time slots. Overall, the SWG meeting handled 36 documents (including agenda, input and output documents at this meeting). The meeting summary is provided below:
· Maintenance:
[bookmark: _GoBack]The scope alignment of EVS floating-point with AMR and AMR-WB was discussed. A related Rel-16 CR to TS 26.443 (S4-190980) was postponed.
· IVAS_Codec:
IVAS contributions covered various topics (pass-through, external renderer, audio formats, reference codecs, MASA and HTF, testing, complexity, usage scenarios). To progress further a telco on IVAS (for pass-through) was scheduled on 27 Sept. 2019, 3-5pm CEST. Crosschecks were planned on MASA and HTF proposals. Offline work was invited to consolidate inputs on processing for testing. Updates to IVAS-3 (on reference codecs) and IVAS-9 (on the conferencing usage scenario) were agreed in S4-191064 and S4-191063, respectively.
· EVS_FCNBE:
Verification results for the proposed conformance procedure were reported. A draft CR on EVS floating-point conformance (S4-190924) was discussed and noted. Comments on the proposed EVS floating-point conformance method were also considered; remaining actions include focus on validation to be performed by two companies, addition of thresholds for the MO-LQO test and final clean-up of the proposed draft CR. It was clarified that Mr. Stefan Doehla (Fraunhofer) could be acting Rapporteur. The time plan was updated to reflect that completion is shifted by one meeting cycle. A telco on EVS_FCNBE was scheduled with a date to be confirmed offline.

1 Opening of the session: August 12, 16:09 (local time)

The EVS SWG Chairman, Mr. Imre Varga (Qualcomm), opened the meeting.
Minutes were taken by the EVS SWG Secretary.

2 [bookmark: _Toc227352504][bookmark: _Toc233381531][bookmark: _Toc233381588]Registration of documents
The EVS SWG Chairman displayed Revision1 of S4-190909 with Tdocs allocated to A.I. 7 for SA4#105. The agenda in S4-190909 was initially agreed The grouping of IVAS contributions by topics (pass-through, external renderer, audio format, …) and the relative order of groups were discussed and edited online.
Mr. Stefan Doehla (Fraunhofer) noted that there are many documents and he invited the group to be efficient in presentations and discussions.
The agenda in S4-190909 was later revised in S4-191066 (see Annex A).


3 CRs to Features in Release 15 and earlier 

Mr. Imre Varga presented S4-190910 Alignment of 3GPP Floating-Point Codec Specifications, from Qualcomm Incorporated
Comments / questions: 
Mr. David Singer (Apple) expressed lots of concerns on the proposal. He was puzzled by the statement that network elements are controlled rigorously by operators and he commented that terminals are rigorously controlled by terminal vendors. He stated that one cannot determine a rule on what is inside the terminal but one should give audio to the terminal and see what is the bitstream. He commented that if one introduces a rule in Release N+1, one would have to reimplement a terminal that a vendor has been shipping, which is not acceptable, because it invalidates existing implementations. He also invited to be cautious to give preference on the way of implementing codecs to prefer any vendor.
The EVS SWG Chairman commented that there are two kinds of changes (points 1 and 2 in summary), and he noted that point 1 is about the preference for fixed-point, which is included in AMR and AMR-WB, but not for EVS. Mr. David Singer (Apple) wondered what preference means; he stated that this is not a rule. He commented that he had problems with point 2, generalizing what was in the 3G service and what was not in a previous release.
The EVS SWG Chairman asked to clarify the issue with release aspects. Mr. David Singer (Apple) clarified that one could be shipping a terminal compliant in Release N, and introduce in Release N+1 you cannot do that anymore, so for vendors either they cannot ship or they reengineer. He commented that Apple cannot go with any of these changes, and he did not approve any of the changes.
The EVS SWG Chairman asked to give a reason and he wondered if floating-point is used. Mr. David Singer (Apple) stated that he had seen AMR-WB and EVS implementations in the field, but not for 3G service.
The EVS SWG Chairman stated that a common denominator is that one could introduce the preference for fixed-point for EVS. Mr. David Singer (Apple) did not see a problem with the wording ‘preferred’.
Mr. Stéphane Ragot (Orange) stated that this contribution is reopening the topic about EVS implementations which dates back to 2014. He stated that even if there may have been preference the decision was to allow floating-point with a conformance being defined in EVS_FCNBE, and it may be difficult to change the current state.
The EVS SWG Chairman stated that for EVS a text on preference could be introduced.
Mr. David Singer (Apple) asked what problem Qualcomm is trying to fix. Mr. Imre Varga (Qualcomm) stated that the current wording on floating point is random. Mr. David Singer (Apple) commented that it is not random, and there is no failure of interoperability, no evidence that the current wording is leading to problems. He was not aware of a problem, and stated that a good principle in engineering, if something works, one does not change it. Mr. Imre Varga (Qualcomm) stated that 3GPP is not a problem-solving entity, and it would be nice to have harmonization, because that in a way codec specifications are not different.
The EVS SWG Chairman summarized that point 2 is not agreeable for Apple, but the preference in point 1 is OK. Mr. David Singer (Apple) clarified that he did not agree with point 1 but he was not opposed to it if others feel it necessary.
Mr. Stefan Doehla (Fraunhofer) asked what leads to conclusion that the motivation for point 1 is unchanged. Mr. Imre Varga (Qualcomm) stated there is no factor that makes it irrelevant. Mr. Stefan Doehla (Fraunhofer) wondered whether what is true in 99 is still true in 2019, after 2 or 3 radio generations.
Mr. Markus Multrus (Fraunhofer) stated that 20 years of chip development happened, and one can see more floating-point being used. Mr. Stefan Doehla (Fraunhofer) stated that industry does floating-point. Mr. David Singer (Apple) commented that making a statement ignoring what happened in 20 years is not problematic but it implies something on ignoring progress in industry.
Mr. Imre Varga (Qualcomm) stated that the proposal to introduce text for EVS, and if there is no opposition, he would draft a CR, and another approach is to have offline discussions.
Mr. Stefan Doehla (Fraunhofer) asked what would be the reason for change.
Mr. Huan-Yu Su (Huawei) stated that the proposal may be a good thing but it is changing a rule, he commented on Apple’s concern to achieve this change over time, making new products, to satisfy future needs while looking at the past. Mr. David Singer (Apple) clarified that one needs to know what is the problem to fix because of the lack of this text; he stated that there is a reason for change but there is no motivation. Mr. Huan-Yu Su (Huawei) commented that this is a chicken – egg problem, for AMR there is fixed point, and if one has a new platform, AMR stays on fixed-point and AMR-WB on floating-point. Mr. David Singer (Apple) stated that Apple would be happy to remove the text restricting the use of floating-point code even for AMR.
Mr. Imre Varga (Qualcomm) clarified that the proposal is also for MGWs. Mr. David Singer (Apple) commented that this proposed change is introducing problems. Mr. Imre Varga (Qualcomm) stated that the change is introduced for UEs only, currently it is valid for MGW, so there is less restriction. Mr. David Singer (Apple) commented that the proposal is to lift restrictions on network equipments but putting the restriction to UEs. He noted that the rule in discussion bullet 2 does not discuss UEs. Mr. Imre Varga (Qualcomm) clarified that UEs and MGWs are included.
Mr. Ozgur Oyman (Intel) asked to clarified why ‘3G mandatory’ is deleted and what does ‘other services’ mean. Mr. Imre Varga (Qualcomm) clarified that ‘speech service’ means ‘telephony’. Mr. Ozgur Oyman (Intel) asked if the speech service defined anywhere and if it is MTSI. He commented that ‘mandatory’ was clear for the 3G mandatory service, and he stated that it is not clear what ‘other services’ mean when one removes ‘3G mandatory’. Mr. Imre Varga (Qualcomm) clarified that this is for all applications.
The SA4 Secretary commented that the proposal is creating inconsistency, as the ‘speech service’ in TS 22.206 says speech teleservice in GSM and GSM-FR is the mandatory codec. Mr. Imre Varga (Qualcomm) recalled that history of the text for AMR and AMR-WB and he stated that it helped to make sure there is correct implementation.
Mr. Ozgur Oyman (Intel) commented that the proposal is relaxing constraints in MGWs, but constraining the UE of a 5G service. He did not think all companies agree on that. The EVS SWG Chairman asked if offline discussions are needed. Mr. David Singer (Apple) stated that the proposal had no support, and he was not happy with the first change. The EVS SWG Chairman stated that no one is opposed. Mr. David Singer (Apple) stated that he was opposed; he did not want to change the EVS specification if there is no evidence, and the preference is meaningless and unverifiable. He wondered what ‘preferred’ means.
Mr. Imre Varga (Qualcomm) commented that it is preferred now because it is in the specification. Mr. David Singer (Apple) asked what problem Qualcomm is trying to fix. Mr. Stefan Doehla (Fraunhofer) wondered why not correct the text to stated that floating-point for EVS is more preferred. He commented that now there are many floating-point implementations, and the preference may have changed.
Mr. Imre Varga (Qualcomm) referred to the history in 3GPP, and he asked how to measure something is more modern. Mr. Stefan Doehla (Fraunhofer) stated that run time performance is higher for floating-point than fixed-point on general purpose CPUs and he referred to the reference code for EVS. Mr. Imre Varga (Qualcomm) stated that Fraunhofer is a research institute that is not dealing with all chip development.
Mr. David Singer (Apple) stated that one could have a statement that floating-point implementation is the preferred implementation and it has a better performance. He commented that one should reflect the current state of the industry, we should state the truth
Mr. Imre Varga (Qualcomm) stated that EVS was tested with fixed-point C code, which is the reference, and there were extensive test plans for 1Meuro. Mr. David Singer (Apple) stated that floating-point implementation is more efficient that fixed-point. Mr. Imre Varga (Qualcomm) commented that this is no proposal and he asked what is the measure. Mr. David Singer (Apple) stated that one should do neither or do both.
Conclusion:
S4-190910 was noted. 

Mr. Imre Varga presented S4-190980 CR26443-0029 Correction of Scope (Rel-16), from Qualcomm Incorporated
Comments / questions: 
Mr. Imre Varga (Qualcomm) stated that for Qualcomm it is a package to have this CR with the FLC, and if FLC is delayed one does not need to agree on this CR at this meeting. He clarified that the text is the same as in the AMR-WB scope, where fixed-point is preferred.
Mr. Stefan Doehla (Fraunhofer) commented on the wording ‘may’ and he suggested using ‘should’. 
Mr. Imre Varga (Qualcomm) stated that the intention is to use the exact same wording as for AMR and AMR-WB.
Mr. Tomas Toftgard (Ericsson) commented that there is bit-exact floating-point conformance, and it was verified that the standardized fixed-point and floating-point interoperate.
Mr. Imre Varga (Qualcomm) clarified that the proposed CR does not prohibit anything.
Mr. David Singer (Apple) was concerned that expressing preference may not be seen as an essential correction in SA plenary. He wondered if preference is a correction.
Mr. Stefan Bruhn (Dolby) suggested using Category C as the change of scope may be seen a functional modification of feature. The SA4 Secretary commented that usually people in SA4 pay attention to a change of scope and he did not see why there should be functional modifications. Mr. Stefan Bruhn (Dolby) commented that the proposed CR is not a correction, but it is a feature change. The SA4 Secretary commented that if floating-point is currently forbidden and it now becomes allowed, it’s an addition. Mr. Markus Multrus (Fraunhofer) stated that floating-point is not forbidden. The SA4 Secretary asked if a functionality is modified. Mr. Imre Varga (Qualcomm) confirmed that this was not the case.
Mr. Stéphane Ragot (Orange) wondered if the EVS_Codec WI code was appropriate for Rel-16 WI, and whether the EVS_FCNBE WID should be revised to include this change. The SA4 Secretary clarified that the EVS_Codec WI code allows only cat. F, but it’s a Rel-12 code. He suggested keeping Category F, because the CR is only impacting on the latest release. He commented that the use of EVS_FCNBE WI code brings up the risk that the issue be discussed in SA, because the scope of a relevant specification is changed, and the WID is updated, and there may be other companies that have an opinion on the use of fixed-point and floating-point in SA. Mr. Imre Varga (Qualcomm) commented that one may update the work item, but the update is not needed at this meeting. Mr. Stéphane Ragot (Orange) wondered if the EVS_Codec WI code can really be used for Rel-16. The SA4 Secretary clarified that the WID code should be ‘TEI16, EVS_Codec’, and he noted that the latest version of 26.443 is 15.1.0.
Mr. Imre Varga (Qualcomm) commented that if the FLC work is delayed by one meeting cycle, there is more time to check and the CR can be postponed and both this CR and the FLC CR can be agreed in October.
Conclusion:
S4-190980 was postponed. 


4 Liaisons from other groups/meetings

No Tdoc in this A.I.


5 IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)          

Pass-through, external renderer

The EVS SWG Chairman invited to concentrate on presenting novelties and on trying to achieve a compromise on this topic of pass-through and external renderer. He suggested taking contributions one by one with questions for clarifications, then having an overall discussion.

Mr. Tomas Toftgard presented S4-190901 IVAS pass-through mode, from Ericsson LM
Comments / questions: 
Mr. Stéphane Ragot (Orange) asked to clarify what are priorities for objects and how they would be obtained in a service. Mr. Tomas Toftgard (Ericsson) stated that priorities should be based on importance or activity (e.g. if a talker is an active object, it could be most prioritized, importance could be based on level), he noted that priorization of object should be provided at the encoder input.
Mr. Nils Peters (Qualcomm) asked if the idea is to have only one channel and he noted that for scene-based one could have only mono. Mr. Tomas Toftgard (Ericsson) stated that if the channel is so bad, one can only have one channel, and it is a worst case which will affect experience but it is functional.
Mr. Stefan Bruhn (Dolby) asked if the priority of an object would remain constant or may change, and he asked what would happen if one object had another priority. He stated that this concept is shaky and not thought through. Mr. Tomas Toftgard (Ericsson) stated that if bit rate is so limited that one can only encode mono, this could change over time.
Mr. Stefan Bruhn (Dolby) commented on the note, and he wondered if there is any contradiction where one would allow some kind of reduction of the number of channels. Mr. Tomas Toftgard (Ericsson) stated that upmix may be needed and it is pass-through. Mr. Stefan Bruhn (Dolby) asked what is the gain with recovering the input format. Mr. Tomas Toftgard (Ericsson) stated that if ambisonic is provided at the input of the encoder, one would expect an ambisonic output, and not channel-based audio for instance. He stated that if pass-through is needed, one should enable it at the encoder side and expect the same format at the output. Mr. Stefan Bruhn (Dolby) asked if one would create signals to zero. Mr. Tomas Toftgard (Ericsson) clarified that this could happen at the lowest bit rates.
Mr. Milan Jelinek (VoiceAge) commented on the second last paragraph in the proposed table, and he asked if the activation shall be provided for each audio input or each individual input format. Mr. Tomas Toftgard (Ericsson) clarified that the wording ‘streams’ was used previously and here it refers to the input; he stated that if stereo is provided at the input, one can allow pass-through for stereo. Mr. Milan Jelinek (VoiceAge) asked if this is also the case for activation for one object but not for another object. Mr. Tomas Toftgard (Ericsson) clarified that the proposal is more for the format.
Mr. Stéphane Ragot (Orange) commented on number of channels to be preserved in pass-through mode even if coding of only mono would be possible at lower bit rates; he asked if it would be expected to get zero channels or an artificial upmix in an example where the input is HOA3 but only W was coded. Mr. Tomas Toftgard (Ericsson) stated that the reason for requiring the same number of channels is that one does not need a variable number of inputs to the renderer. Mr. Stéphane Ragot (Orange) asked to clarify what is guidance for codec design and whether zero channels or an artificial upmix would be required. Mr. Tomas Toftgard (Ericsson) stated that one could just have zero signals, with no special artistic upmix.
Mr. Stefan Bruhn (Dolby) commented that Ericsson refused for binaural the input possibility to render mono or stereo, and he wondered how to explain the sentence: “For binaural audio, the two channels may need to be downmixed to mono at the lowest bitrates and would then be upmixed to stereo for diotic presentation at the decoder.” Mr. Tomas Toftgard (Ericsson) commented that this is another thing for pass-through operation, where one still has a 2-channel output. He stated that the sentence is just an explanation on how to operate the binaural audio mode when bit rate is good only for one channel.
Mr. Stefan Bruhn (Dolby) stated that stereo is not binaural. Mr. Tomas Toftgard (Ericsson) commented same number of channels.
Conclusion:
S4-190901 was parked after questions for clarifications and later noted. 

Mr. Stefan Bruhn presented S4-190951 On the Need for Pass-through Operation, from Dolby Laboratories Inc.
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) stated that there are proposals for object-audio, and pass-through is agreed for channel-based audio, and he wondered if there is an issue for scene-based audio. Mr. Stefan Bruhn (Dolby) commented that he did not see the motivation for the existence of pass-through operation of ambisonics. Mr. Tomas Toftgard (Ericsson) asked if Dolby’s view is that there is no need for pass-through for ambisonics but other cases are ok. Mr. Stefan Bruhn (Dolby) commented that for combinations (e.g. HOA and objects) he was not convinced that the correct solution is to require to have exactly the same HOA order and all components to be regenerated, and he noted that the output for lower bit rate would include signals that are zero.
Mr. Tomas Toftgard (Ericsson) clarified that the idea for scene-based audio is to test with a common renderer. Mr. Stefan Bruhn (Dolby) stated that he was open to use a common renderer on reference conditions, but he preferred to see complete the system (encoder+decoder+renderer) tested, which may be a compromise common ground; he commented that the common renderer may be considered to define reference systems. Mr. Tomas Toftgard (Ericsson) commented that Ericsson has proposals on testing, where the pass-through mode is not the only operation.
Mr. Markus Multrus (Fraunhofer) commented on concerns about complex scenes, where one would not expect the decoder to output the same configuration. He commented that, if the system cannot provide a configuration, the user cannot expect that configuration, and he wondered why feed this configuration to the encoder. Mr. Stefan Bruhn (Dolby) commented that one may have a situation with pre-existing content and pre-defined capture configurations, which may be seen as the way to render the signal, however there may be few situations where one benefits from exactly outputting all complex combinations of formats. Mr. Markus Multrus (Fraunhofer) asked what are the assumptions on the output setup or how the input relates to the output. Mr. Stefan Bruhn (Dolby) stated that the defined task is to deliver the best possible audio experience for given input signals and one is not interested in an internal format like HOA that nobody can listen to. He highlighted that the task is to develop a codec with a renderer.
Mr. Markus Multrus (Fraunhofer) referred to the first paragraph that mentions HOA5, he commented that he thought HOA would go up to 3rd order, and he noted that in a recent Dolby contribution, ambisonics was restricted to FOA, and he asked what order is targeted. Mr. Stefan Bruhn (Dolby) noted that the upper limit for the HOA order is not agreed, and one may consider different cases, where the codec is used in a mobile phone or a network-based server, or used for coding of content. He stated that requirements on input formats may depend on different situations.
Conclusion:
S4-190951 was parked after questions for clarifications and later noted. 

Mr. Paul Dillen presented S4-190958 Considerations about a pass-through mode, from Philips International B.V.
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) commented on the flexibility part, and he asked how to implement the proposal. He stated that in the Ericsson proposal there is an opportunity to control if one wants pass-through or not and he wondered how to foresee a generic tradeoff. Mr. Paul Dillen (Philips) stated that one needs to know what flexibility is needed depending on use cases, and this should be signaled. Mr. Tomas Toftgard (Ericsson) commented that this is similar to the Ericsson proposal, where one can require a format to the encoder if it is needed.
Mr. Paul Dillen (Philips) stated that pass-through means that the input is replicated at the output, and this goes too far, even if one may want to manipulate spatial position. Mr. Tomas Toftgard (Ericsson) wondered how one can do this manipulation if there is no control. Mr. Paul Dillen (Philips) stated that this would be controlled via an input to the encoder. Mr. Tomas Toftgard (Ericsson) was not sure why Philips would disagree to pass-through. He stated that in pass-through mode one does not need to code each channel independently to provide the same format. There is no constraint on how to encode. Mr. Paul Dillen (Philips) asked why reintroduce the exact same format if there is no need to manipulate, which may require to upmix in the decoder and downmix again in the renderer. 
Mr. Markus Multrus (Fraunhofer) wondered why one would pass a complex scene if one does not want to make use of it. He did not see why give a configuration like 22.2 and HOA to the encoder at 13.2 kbit/s if this is to listen to stereo. Mr. Stefan Bruhn (Dolby) asked what to do there is such an input. Mr. Markus Multrus (Fraunhofer) stated that the codec does what it can, based on the information on the available capacity, bit rate limitation or playback constraint (e.g. watching movie with a stereo stream provided). Mr. Paul Dillen (Philips) asked how to handle the case of one source and multiple UEs with different capabilities. Mr. Markus Multrus (Fraunhofer) noted that there may be different ways, e.g. sending several streams to several users or set quality for UE with worst or best reproduction setup.
Conclusion:
S4-190958 was parked after questions for clarifications and later noted.

Mr. Markus Multrus presented S4-190963 On the Importance of the Pass-Through Mode, from Fraunhofer IIS
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) stated that this proposal is similar to the Ericsson proposal, and one difference is on whether the same number of objects is required for every bit rate. He wondered how it would work for the lowest bit rate. He noted that there is no limitation of the total number of objects, but one may have very low quality if the encoder tries to code all of them.
Mr. Markus Multrus (Fraunhofer) stated the number of objects is not decided in IVAS-4, and it is not clear what are the bit rates for certain configurations, and the bit rates to be supported need to be clarified. The EVS SWG Chairman noted that pass-through is proposed to all formats. Mr. Markus Multrus (Fraunhofer) stated that this is similar to EVS, where one only supported SWB starting at 9.6 kbit/s; he commented that one may want to guarantee quality by mandating a bandwidth for operation.
Mr. Stefan Bruhn (Dolby) commented on the conversion or pre-rendering that could be problematic and he asked if a solution the case where there are multiple receiving devices with multiple receiving capabilities could be to provide different streams adapted to devices. Mr. Markus Multrus (Fraunhofer) stated that he failed to understand the concept of non-pass-through, and one needs to go from the encoder input to the audio output with certain assumptions, especially on the specific output one wants to have. Mr. Stefan Bruhn (Dolby) stated that this was not his assumption, and this could be quite easily addressed by evaluating performance, and if someone wants to do pre-rendering and compromise quality, this would show up in evaluation tests.
Mr. Markus Multrus (Fraunhofer) commented that one should consider a fair concept for testing. He stated that some contributions assume HOA to FOA truncation before the input to the encoder, and some test proposals are restricted to headphone output, which may take transparency away.
Mr. Stéphane Ragot (Orange) commented that pass-through for binaural audio is already covered so it may not be needed to repeat it.  Mr. Markus Multrus (Fraunhofer) stated that it is wise to spell out all modes.
Mr. Tomas Toftgard (Ericsson) wondered if it would be allowed to have non-pass-through in the proposal.
Conclusion:
S4-190963 was parked after questions for clarifications and later noted.


The EVS SWG Chairman invited to discuss for which part of the IVAS codec pass-through would be required, and at which bit rate.
Mr. Tomas Toftgard (Ericsson) stated that the Philips contribution seemed to show some similarities to the Ericsson contribution, although the conclusion is different, and he invited to discuss offline.
Mr. Markus Multrus (Fraunhofer) noted that direct presentation is allowed and he commented that on the encoder side one knows best what is the input, the channel, and it is better to decide if one needs to make constraints or provide the maximum quality for the other side.
Mr. Stefan Bruhn (Dolby) commented that a lot of discussion is about objects, and one should understand the concept of object pass-through. He stated that one may want certain features like object-manipulation, but this goal may compromise the codec functionality. He took the example of pass-through for 4 inputs with a session starting at 100kbit/s and then bit rate adaptation to 40 kbit/s. He wondered if it is better to compromise the object pass-through concept, especially given that the main use case will be listening over headphones, or if one should stick to keep object manipulation, with objects at 10 kbit/s.
The EVS SWG Chairman invited to provide a description of what is pass-through and for which part of EVS it will be required (bit rates, formats). He suggested having a conference call in September to progress.
Mr. Stefan Bruhn (Dolby) supported the idea to have more offline discussions and he pointed to other input contributions on objects that may be connected to pass-through, to see how to achieve this kind of object manipulation property.
Mr. Stéphane Ragot (Orange) commented that it may be good to understand what is pass-through, given that there was one interpretation that zero channels are allowed while another interpretation was that the format shall be strictly preserved to guarantee quality. Mr. Tomas Toftgard (Ericsson) stated that it is not decided how it will sound, and he saw pass-through as providing the same format.
Mr. Nils Peters (Qualcomm) suggested looking at the benefits of features (e.g. flexible rendering with manipulations, need to preserve format from content creator). Mr. Tomas Toftgard (Ericsson) commented that this is also the view from Ericsson, and he stated that one can see what quality one gets when running in pass-through for testing, to preserve benefits at decoder and know degradations. He commented that the performance of pass-through or non-pass-through could be characterized to know if one can manipulate scenes at the cost of quality degradation in pass-through or if one can get maximum quality with less freedom in non-pass-through.
Mr. Stefan Bruhn (Dolby) commented that object manipulation has certain limitations if going down in bit rates, and another aspect is to keep certain output format at the decoder/renderer to do certain kind of things like scene rotations. Mr. Nils Peters (Qualcomm) commented that flexible rendering is about rendering to an arbitrary loudspeaker configuration. Mr. Stefan Bruhn (Dolby) stated that this can be done with ambisonics and objects. Mr. Nils Peters (Qualcomm) commented that this is not the case with channels. Mr. Stefan Bruhn (Dolby) stated that channels are odd animals, and he wondered how channels are relevant in the context of IVAS unless streaming an existing content. He commented that scene and object-based audio provides lots of flexibility to do manipulations.
Mr. Stéphane Ragot (Orange) wondered if mono can be considered as pass-through for HOA. Mr. Markus Multrus (Fraunhofer) stated that the real benefit of pass-through is to retain quality and the format provided to encoder. He stated that one had channels and converted them to ambisonics, results will be blurred, and he the input to the encoder is HOA3 and the encoder converts it to 0th order ambisonic, it is not pass-through. Mr. Paul Dillen (Philips) commented on the idea of retaining of quality, and he noted that, if the audio configuration items are kept separate with separate coding, there would be artifacts per item, and he wondered how to define quality. Mr. Markus Multrus (Fraunhofer) commented that one needs to know which items belong to the same group and one needs to combine them in an input format.
Mr. Stefan Doehla (Fraunhofer) suggested an end to end approach, from the input to playout to headphones or speakers; he commented that the input and output may not match, and the difference is that pass-through gives all details to the decoder side to have optimal rendering. He stated that some pre-rendering of the input at the encoder side would collapse the spatial image to a simpler scene while losing flexibility. He commented that one could either do pre-rendering form the beginning before feeding in the encoder, or transmit to the very end and give flexibility to reproduce as well as possible. He took the example of MCUs, where the input is from multiple places, and he stated that one needs the best strategy on who is listening, etc. otherwise one should not input it at all, and the producer can do mono.
Mr. Tomas Toftgard (Ericsson) stated that mono is not a good pass-through, however one could have to reduce the number of components to avoid dropping and losing the connection if the bit rate drop to e.g. 7 kbit/s. He was open to put lower limit on the bit rate to support a given format, and he stated that there could be a degradation.
Mr. Stefan Doehla (Fraunhofer) stated that bit rate switching is a good feature, which gave its name to AMR, and he commented that bit rate switching does not seem that used anymore. Mr. Tomas Toftgard (Ericsson) stated that bit rate switching may be of higher value for IVAS.
Mr. Stefan Bruhn (Dolby) stated that there are extreme scenarios: one is pre-rendering to specific format in encoder, where one may do binauralization in the encoder and get limitations and inflexibility to rendering; another is to retain exactly the input format, while in many cases these are still two ears that will listen and not all details need to be retained. He suggested considering a middle ground, where there is some kind of flexibility with reasonable complexity, the possibility to do bit rate adaptation going to lower bit rates, and sufficient flexibility. Mr. Nils Peters (Qualcomm) commented that machine can listen, and they need something more appropriate, and he did not  think one can assume there will be always two ears to listen.

The EVS SWG Chairman asked if the group could have up a call on pass-through in September, inviting contributions on what is pass-through and for which part it is required. Answer: yes.

The EVS SWG Chairman suggested discussing about external renderer from the Philips contribution. Mr. Paul Dillen (Philips) clarified that there is no other point to make on external renderer. The EVS SWG Chairman referred to the sentence: “It shall be left up to each proponent to specify an external renderer API to their candidate IVAS codec and whether and how input audio configuration items are passed on to this API.”
Mr. Paul Dillen (Philips) stated that it is too strict to require that everything has to be pass-through.
The EVS SWG Chairman concluded that the discussion on the group of documents can be closed and all related documents were noted.



Audio format

Mr. Lasse Laaksonen presented S4-190938 On shared control metadata for IVAS input audio formats, from Nokia Corporation
Comments / questions: 
Mr. Markus Multrus (Fraunhofer) noted that in clause 3 a flag is proposed to indicate a voice signal or some priorization, and he asked if this is on a frame by frame basis. Mr. Lasse Laaksonen (Nokia) clarified that this is intended as a global session level flag, but if there is a good motivation, it could be considered as a time-varying flag.
Mr. Stéphane Ragot (Orange) asked to clarify what was the assumed use case or service scenario and how one could get such a flag on priority or on the classification of audio as voice. Mr. Lasse Laaksonen (Nokia) commented that it is useful to consider specific examples or use cases, and one may consider bringing such inputs. He stated that the intention is to provide clear information on priority of audio inputs and to allow for good communication experience in any circumstances. He commented that this will be somewhat use-case specific, where one has clear usage of such signaling, and it may be that one does not have such information on all sessions. He stated that on a mobile device part of the microphone capture may be used to obtain the voice signal, and the intention of signaling is not to have this type of signal analysis based approach where one would make sure that this is a voice signal, but the intention may rather be based on a user interface on a device, and a user could specify the type of audio, in what type of capture setup a call is placed and this information could be used to configure the codec.
Mr. Stéphane Ragot (Orange) requested to provide more details on use cases, and he stated that he did not see the motivation for such flags. Mr. Lasse Laaksonen (Nokia) stated that this request is reasonable, and one could bring use case motivations for the voice signal indication. He commented that priorities are simple and may be agreeable.
Mr. Stéphane Ragot (Orange) commented that this concept of priorities on objects was totally new and it was discussed for the first time at this meeting. He stated that one needs to understand if this is motivated by codec design or really motivated by use cases. Mr. Lasse Laaksonen (Nokia) commented that there may be a potentially complex input from the capture device or a combination with other audio inputs, and one may want to maintain a certain input from the device to the codec, where one does the corresponding bit rate adaptation in the codec. He clarified that the priorities would be for input format generation, and it would be a codec feature. He stated that, when you have priority information you are not mandated to have some priority information for all inputs, but it is proposed to support such functionality to be able to optimize the coding.
Mr. Tomas Toftgard (Ericsson) commented that the priorization was also in the Ericsson proposal. He asked how to handle the indication of voice signal and whether this is handled as highest priority. He also asked to clarify what was the meaning of the voice flag. Mr. Lasse Laaksonen (Nokia) stated that encoding-wise this would have the same effect if voice is prioritized as highest and no information is necessarily transmitted to decoder. Voice flag specifically could be also transmitted and useful in terms of control by the receiving user. He commented that it is needed to have information about voice signals, and this information may even be transmitted to the decoder.
Mr. Stefan Bruhn (Dolby) commented that two kinds of metadata are considered here, where one is more kind of metadata associated to the input audio that could be informative, to carry suitable encoding actions based on metadata. He asked why the other metadata is a kind of metadata that implies some transmission mechanism for metadata, which will influence the renderer and how the decoded audio may be rendered. Mr. Lasse Laaksonen (Nokia) stated that voice priority might be transmitted. Mr. Stefan Bruhn (Dolby) commented that the first part of metadata is informative, and normative requirements are proposed on indication that shall be supported by the encoder. He stated that this is not incompatible with one of the Dolby contributions, however one needs to discuss whether this is normative or if one simply says that there may be metadata associated to input stream and the encoder is free to use it or not. He commented that the ‘shall’ is something on which there may be different views whether this is a codec requirement or not. He commented that there are examples on the part of metadata that implies that direct transmission or control, and he stated that this is very critical metadata, which implies transmission. He invited the group to have more discussions on actual use cases to find a good balance on what would be transmitted. He preferred not to make the system too complicated and difficult to understand. He commented on deployments for EVS, and stated that usually rate adaptation is done by manufacturers and the same concept here. He stated that manufacturers may not be able to use the proposal in a proper way if no one could understand. He invited to discuss more on use cases, what is needed and what would confuse implementers. Mr. Lasse Laaksonen (Nokia) stated that the proposal is quite important information for the experience, and Nokia will be happy to consider bringing some use case examples to further clarify this.
Mr. Stéphane Ragot (Orange) asked if the default operation proposed in the table is related to pass-through. Mr. Lasse Laaksonen (Nokia) confirmed the default operation for audio objects would be pass-through on an object by object basis, but not for entire combination of objects. Mr. Stéphane Ragot (Orange) stated that it would be good to have more description on use cases and due to the dependency on pass-through more discussion is needed.
Conclusion:
S4-190938 was parked after questions for clarifications and later noted. 


Mr. Stefan Bruhn presented S4-190940 Input Audio and Session Metadata for the IVAS encoder, from Dolby Laboratories Inc.
Comments / questions: 
The EVS SWG Chairman noted that this input is for discussion. Mr. Stefan Bruhn (Dolby) clarified that this is to give the group the possibility to discuss, and he is open to further proposals.
Mr. Milan Jelinek (VoiceAge) commented on the object types (mono, planar FoA and full FOA) and he asked why there is no stereo in the object type. Mr. Stefan Bruhn (Dolby) commented that this could be used in 6DOF, where there are objects in space and one wants to support directivity of objects.
Mr. Tomas Toftgard (Ericsson) stated that mono with panning gain was discussed in Cork and it was clarified that his gain would be provided in the decoder side, and he asked if it is also proposed for the encoder side. Mr. Stefan Bruhn (Dolby) confirmed that this was the case, he stated that this should not imply a requirement on transmitting anything, but this was proposed to acknowledge that this case is defined in design constraints to be able to supply this gain at the rendering end. He commented that it is not clear where it comes from and this could have been provided locally, but nothing says it could not come from the input, and the proposal provides metadata with this possibility, but it does not say whether this needs to be transmitted or not. He clarified that it is not suggested that this metadata should be transmitted but there is the possibility to have it part of metadata to optionally provide this feature to signal this panning gain.
Mr. Nils Peters (Qualcomm) commented that there are lots of default values and he asked if no signaling would be required for every situation. Mr. Stefan Bruhn (Dolby) stated that nothing is implied for the decoder, and the metadata is related to the input audio with certain default. He stated that how to translate this to requirements to the decoder is a separate discussion, and the intention is not to create any implication of requirements on the codec, but to provide agnostic tools.
Mr. Nils Peters (Qualcomm) stated that directivity is proposed for objects, and he commented that the notion of orientation is missing for objects, even for mono, and if one defines directivity one needs also to define what is the orientation. Mr. Stefan Bruhn (Dolby) stated that the orientation of the sending device is provided at the beginning of the document, this is in relationship to this directivity and this defines a coordinate system also for ambisonics. He suggested discussing this offline.
Mr. Tomas Toftgard (Ericsson) commented on the metadata framework, and he asked if options are excluded for standardization if not supported. Mr. Stefan Bruhn (Dolby) clarified that, after standardization, one can go to the metadata definition again and remove the parts that are not supported by the codec, and this would serve a purpose during development and testing. He commented that one would know what are audio properties and this would solve the question on how to signal or where properties coming from. He was unhappy about the concept of doing all signaling on command line, and believed that IVAS is far more complex than EVS. He noted that even for EVS there were problems to specify everything on the command line, and a better approach is to have metadata associated to the input audio, with attributes signaled to the encoder. He stated that this should facilitate easy and consistent processing, and later one would know if certain functionality is needed.
Mr. Milan Jelinek (VoiceAge) asked if the proposed parameters are updated every frame if it is not default but the parameter is not changing. Mr. Stefan Bruhn (Dolby) stated that one option is to never say something which is then the default, or one could specify all the time the parameter even if it is not changing. He noted that there is no mechanism for compact metadata, and he was open to discuss this.
Conclusion:
S4-190940 was parked after questions for clarifications and later noted. 


Mr. Stéphane Ragot presented S4-190943 On mono and stereo compatibility for IVAS, from Orange
Comments / questions: 
Mr. Milan Jelinek (VoiceAge) commented on the second bullet in section 4, and he stated that this is not needed as binaural audio can be played out as is. He asked whether this bullet point is added to suggest that something else is to be done in the decoder, with possibly some metadata to be sent. Mr. Stéphane Ragot (Orange) stated that the proposal is simply from a service point of view with no consideration on how this should be implemented, and he stated that mono compatibility should be provided.
Mr. Stefan Doehla (Fraunhofer) commented on the first table, and he stated that in a Cork input there was stereo output in brackets for binaural audio input, therefore the proposal turns time back. He was also puzzled on the statement on content types in EVS-3, and the consideration of binaural audio as stereo or a different content type. Mr. Stéphane Ragot (Orange) clarified that the proposal is brought on top of what was agreed in Cork, and he stated that when looking back that the current status mono compatibility is missing. He clarified that the IVAS status for binaural audio is not changed.
Mr. Stefan Bruhn (Dolby) stated that mono and stereo compatibility make sense. He wondered how one would handle switch of the rendering end-point from headphones to stereo speakers; he commented that the outcome might not be perfect for stereo, but one would expect something to be playout out and the bare minimum is mono, and one could invite having solutions doing more. He accepted the position that Fraunhofer does not like it, and he stated that at least stereo should be provided, but it may not be a requirement. He was puzzled by the comment on turning back time, and he stated that companies cannot be forced to agree only on things fully in line with a specific view, and the agreement in Cork was common ground, and any further progress should not be seen as turning back time. Mr. Stefan Doehla (Fraunhofer) stated that there are technical reasons for binaural to be limited. He commented that binaural audio is tailored for two ears directly, and other formats are more suited, therefore binaural audio is a corner case. He stated that the only use case is when one knows that content is non-diegetic, and in other cases, there are other formats suited for the service. He stated that the proposal has not technical reason to put a burden and it not relevant.
The EVS SWG Chairman asked if Fraunhofer would disagree to the mono part. Mr. Stefan Doehla (Fraunhofer) noted that the proposal is to have the mono downmix tbd, and he asked if this would be a passive downmix and how this would be verified with an unknown reference.
Mr. Frans de Bont (Philips) stated that binaural audio is not only intended for direct presentation, and in one use case on may unplug stereo headphones.
Mr. Nils Peters (Qualcomm) asked to clarify the wording ‘acceptable quality’ in the contribution. Mr. Stéphane Ragot (Orange) stated that this is defined by the requirement based on the mono downmix which is left tbd.
Mr. Tomas Toftgard (Ericsson) stated that it is difficult to put a requirement if one does not understand what type of technology or functionality is required, and he invited to have proposals on the type of downmix. He stated that there might be different views on what this requirement means.
Mr. Stefan Bruhn (Dolby) stated that technology should be up to every proponent, and requirements should have an end user perspective. He commented that one may start listening over headphones and change rendering to just mono or stereo speakers, and he asked if one should expect a silent output. Mr. Tomas Toftgard (Ericsson) referred to the full table proposed by Ericsson with support for all rendering modes, which was not agreeable to this group. He commented that for EVS similar reasoning implied mono compatibility. He stated that this is similar to the problem of what happens if the rendering system is 7.1.4 or if there is another playback system that would not be supported by the renderer. He stated that one would need some post-processing for play out. Mr. Stefan Bruhn (Dolby) commented that at least something has to be recommended, if some output is not required, and from a user perspective at least some output is highly preferred. He suggested that there may be other output configurations to be at least recommended. Mr. Tomas Toftgard (Ericsson) stated that the output would not be silent, but one would get binaural audio output, because the input/output combination box is not empty, so one would get binaural audio. Mr. Stefan Doehla (Fraunhofer) stated that in a real system, if the output changes from headphones, a better format can be picked, and in any case one more flexible format would be better than binaural. He stated that there is no agreement why a mono or stereo output would be needed in this case.
Conclusion:
S4-190943 was parked after questions for clarifications and later noted.


Mr. Stefan Bruhn presented S4-190948 On IVAS Codec/Renderer Output Formats, from Dolby Laboratories Inc.
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) commented on the recommendation for 7.1.4 as a common format for testing, and he stated that it can’t be used because this is just a recommendation and some proponents might decide to skip this recommendation. Mr. Stefan Bruhn (Dolby) stated that a recommendation in other exercise was interpreted such that proponents had to provided it. He stated that the proposal reflects that the main rendering system will not be a 7.1.4 system, but it will be convenient for testing. He noted that one cannot infer such requirement from the WID. He noted that this may raise a practical question if someone decides not to follow the recommendation, and one may motivate the proposal from the perspective from what is sensible from use cases. Mr. Tomas Toftgard (Ericsson) commented that there would be no problem if all IVAS proponents. Mr. Stefan Bruhn (Dolby) stated that one might to mandate 7.1.4 if the group converges to something like this.
Mr. Tomas Toftgard (Ericsson) stated that for Ericsson 7.1.4 could be a suitable configuration for multichannel, and one needs at least some height; more loudspeakers may be needed for good rendering, but this could be a common ground. Mr. Milan Jelinek (VoiceAge) stated that 7.1.4 should also be considered as an input format if one considers 7.1.4. as a recommended or mandatory input format. Mr. Stefan Bruhn (Dolby) was open to discuss input formats, and he commented that the contribution is only addressing output formats. 
Mr. Markus Multrus (Fraunhofer) commented on the renaming of boxes, and he wondered why this would add clarity to remove ‘rendered’ for output formats. Mr. Stefan Bruhn (Dolby) commented that the distinction between rendered and non-rendered is not clear, and it would be better to only have output formats. He commented that for input formats there is no difference between captured and non-captured. Mr. Markus Multrus (Fraunhofer) stated that Fraunhofer disagree on this point. He commented that it might not be only the output format for the decoder and there may be an interface to an external renderer with different output formats, and it premature to agree on the proposed change. Mr. Stefan Bruhn (Dolby) stated that this creates confusion and he preferred to refer to output formats.
Mr. Nils Peters (Qualcomm) commented on the recommendation for output, and he stated that many terminal devices do not have capability for more than 8 channels (e.g. HDMI connections) and this recommendation does not feel in line with current products. He suggested changing the wording to state ‘7.1.4 if appropriate’, and he stated the proposed recommendation can be confusing.
Mr. Stefan Bruhn (Dolby) stated that the codec may be used on certain platforms that have limitations, and if one takes all potential platforms, one would open a box with a lot of new difficult things. He stated that one has always to be aware that there will be limitations on platforms capabilities that are not related to 7.1.4 or the channel count, and he took the example of complexity.
Mr. Nils Peters (Qualcomm) commented on the most predominant 3GPP device form factor and the idea that 7.1.4 could be good configuration for scene-based audio, and he disagreed with this view and noted that 7.1.4 does not sample the lower hemisphere and it does not solve testing problems.
Mr. Stéphane Ragot (Orange) commented on the note about naïve listeners and he stated that one should check whether it is really appropriate for IVAS testing to consider loudspeaker tests with naïve listeners.
Mr. Stefan Bruhn (Dolby) clarified that 7.1.4 is the suggested loudspeaker system, and it was suitable for VRStream evaluations. He noted that it does not render the lower hemisphere, this is a limitation, however one should be able to cover this by doing binaural rendering and proper selection of material for 7.1.4 system with no severe limitation. He emphasized that 7.1.4 is here motivated mainly to do evaluations, and one should think about common lab configurations. He stated that 7.1.4 is quite commonly available in many labs and one might be in trouble to find suitable labs if very advanced and complex loudspeaker configurations are required.
Mr. Nils Peters (Qualcomm) has concerns with adding to design constraints requirements for testing methodologies that are not agreed on. Mr. Stefan Bruhn (Dolby) clarified that Dolby’s view is that a predominant rendering instrument is binaural, and if there is preference to remove 7.1.4 this can be discussed.
Mr. Markus Multrus (Fraunhofer) stated that 7.1+4 is a good loudspeaker configuration, which requires little effort to support, and he stated that recent soundbars have support for 7.1.4 so it is a reasonable configuration from a consumer point of view. Mr. Nils Peters (Qualcomm) stated that information is lost for scene-based audio, so this is practical but not the best approach.
Conclusion:
S4-190948 was parked after questions for clarifications and later noted. 

Mr. Stefan Bruhn presented S4-190949 On IVAS Codec Operation of Audio Objects, from Dolby Laboratories Inc.
Comments / questions: 
Mr. Milan Jelinek (VoiceAge) commented on the pass-through operation of mono objects that can be coded with EVS. He stated that it is possible, but it would lose the possibility to optimize bit rate collectively for objects, and potentialy reduce the coding efficiency. He stated that there is place for more efficient coding if objects are coded together. Mr. Stefan Bruhn (Dolby) was not convinced that joint coding was more efficient, and he stated that one could adjust bit rate on a frame basis, using the granularity of supported EVS bit rates. He wondered if there is substantial gain with finer granularity and if this is the case he suggested investigating this topic further. He stated that a new mono codec that competes with EVS was rejected and he felt that views may have changed a bit. He stated that If anything else than EVS should be done for mono, it should be motivated.
Mr. Milan Jelinek (VoiceAge) clarified that he did not propose to replace EVS, and it is not easy to provide some evidence of the better efficiency of joint object coding without telling how this is done. He stated that the efficiency depends on content when coding different mono objects, and VoiceAge has internal evidence of gain efficiency for some content. Mr. Stefan Bruhn (Dolby) stated that one may modify the EVS codec to allow finer grain bit rate control and this would not require to disclose any of the bit rate adaptation logic, which is outside 3GPP specifications.
Mr. Lasse Laaksonen (Nokia) asked to clarify the limit of 64 mono objects, and he stated that this was very high. He commented that there were discussions on complexity, in particular to make sure that a stereo device would not be too constrained. He asked for some motivation for why a multiparty conferencing system could not handle as pre-processor as 64 channels, and he stated that IVAS would only see an active subset of this.
Mr. Stefan Bruhn (Dolby) stated that conferencing is one scenario, and there is also the situation of content streaming. He stated that the complexity argument is valid in general if one considers pass-through of 64 objects and rendering on mobile phone with limited renderer capabilities, such as binaural rendering. He stated that one may discuss whether a preprocessing to get a more compact format should be inside or outside the codec. He recalled that Dolby proposed a simplification stage, and this input was not well received, and one could conclude that this feature would be private to proponents. He clarified that the desire or objective is to be open to a large number of audio objects, to anticipate how technology evolves in the space of immersive audio codecs. He noted that a number of 32 is not uncommon, and looking into future, 64 in square brackets could be a starting point. Mr. Nils Peters (Qualcomm) asked if one could envision any operation mode where 64 objects would be transmitted natively. Mr. Stefan Bruhn (Dolby) stated that Dolby does not promote pass-through and he could see problems if one requires pass-through of 64 objects. He noted that an entity could represent dominant objects and represent other objects. Mr. Nils Peters (Qualcomm) asked if this would be a pre-processing stage. Mr. Stefan Bruhn (Dolby) commented that one may not make too many assumptions on how proponents would realize the system, and Dolby would certainly not recommend reproducing 64 objects at the decoder. Mr. Stefan Doehla (Fraunhofer) asked that the proposal is to support up to 64 objects at the input but not at the output. Mr. Stefan Bruhn (Dolby) confirmed that this was the case.
Mr. Tomas Toftgard (Ericsson) commented on the use case with 64 input objects, and he asked why select an object format if the audio properties are not transmitted to the renderer. Mr. Stefan Bruhn (Dolby) stated that one might be able to control the input, and the codec has to live with this format. Mr. Tomas Toftgard (Ericsson) requested to give examples where it is not possible to adapt the format. Mr. Stefan Bruhn (Dolby) commented that there are many examples, where the capturing environment is predefined and may not change, or with prerecorded content. He stated that the codec has to cope with the input. Mr. Tomas Toftgard (Ericsson) stated that one needs to adapt the input to the codec support, when setting up the encoding process. He commented on the support of 64 individual objects and the benefit of adaptive bit rate allocation with finer granularity in EVS; he stated that one will not standardize a new mono codec, and one compromise could be to use EVS for mono coding when there is a single audio object, and he did not  think there is a big benefit to improve mono coding which is still state of the art. He stated that it would be a limitation to just use EVS when coding more than one object. Mr. Stefan Bruhn (Dolby) stated that this may be investigated further, but he was convinced that there is sufficient evidence to deviate from using EVS. He reminded that EVS supports frame by frame bit rate adaptation, and this is outside standardization. Mr. Tomas Toftgard (Ericsson) stated that the allocation to different components should be up to the codec to decide, but it is difficult how to decide bit rate allocation to different objects outside the codec. Mr. Stefan Bruhn (Dolby) stated that each vendor has the possibility to do bit rate adaptation based on mechanisms that are proprietary. Mr. Tomas Toftgard (Ericsson) commented that the issue is more about the level of quality for a specific mono channel when there is more than one object.
Mr. Stefan Bruhn (Dolby) stated that a substantial gain should be evident before going for a new mono technology for EVS, which would require evaluations. He commented that EVS was fully characterized, and one knows how it works for various bit rates and content types, and all of this would have to be redone if one would introduce a new coding for mono objects. Mr. Milan Jelinek (VoiceAge) stated that this complexity of testing will be present for other configurations. He commented on the bit rate adaptation to EVS streams, and he stated that if EVS is used one needs some classification to select appropriate EVS bitrate, which could cause issues with delay. He was unsure that some evidence would not be challenged if only black boxes were used without details about used technology. Mr. Stefan Bruhn (Dolby) stated that the challenge would be on technical ground, and the burden is not just on those who want new mono coding, but also on parties that want to encoder multiple mono objects with a finer-grain bit rate control of EVS. He stated that the conclusion on whether a new kind of mono coding other than EVS is justified or not should be based on experimental evidence. Mr. Milan Jelinek (VoiceAge) clarified that he did not propose a new mono coding, but just coding of several objects together.
Mr. Stefan Doehla (Fraunhofer) asked if the proposed FOA and planar FOA objects are single sources or a combination of objects. Mr. Stefan Bruhn (Dolby) clarified that an object may not be captured as a mono signal, but as a FOA signal, for instance placing a FOA microphone, or one may generate FOA signals synthetically. Mr. Stefan Doehla (Fraunhofer) commented that this would more like a combination of formats of mono and scene-based audio, and he wondered if scene-based is renamed as a FOA object. Mr. Stefan Bruhn (Dolby) stated that it is possible to have several FOA objects which makes it different.
Conclusion:
S4-190949 was parked after questions for clarifications and later noted. 

Mr. Markus Multrus presented S4-190962 IVAS Output Formats, from Fraunhofer IIS
Comments / questions: 
The EVS SWG Chairman invited to discuss differences with Dolby proposals. He stated that scene-based and object-based are in agreement, but there are differences for multichannel. Mr. Stefan Bruhn (Dolby) confirmed that this was the case and he invited to motivate the input format on combinations and on multichannel 7.1.4 which are not yet agreed. He also clarified that Dolby’s proposal refers to the scene-based object-based format definitions.
Mr. Lasse Laaksonen (Nokia) stated that if input format that are not agreed yet are considered, at least spatial audio could be amended. He supported the idea to populate the input/output mapping. Mr. Markus Multrus (Fraunhofer) stated that the status of spatial audio is not clear yet and the intention was to populate the table with things that are agreed.
Mr. Tomas Toftgard (Ericsson) commented that a superset of output formats is proposed for the combination without binaural audio, while for specific formats it is not require to render all. He took the example of a combination of 5.1 and scene-based with a required 7.1 output, and he asked why not include a 7.1 output for the 5.1 input. Mr. Markus Multrus (Fraunhofer) was open to discuss this. He commented that for a combination of 5.1 and objects, one might include height information.
Mr. Stéphane Ragot (Orange) commented that 7.1.4 and 5.1.4 are not yet agreed and he wondered why the union of output formats is proposed for combinations without binaural audio and not for the combinations with binaural audio. Mr. Markus Multrus (Fraunhofer) stated that 7.1.4 and 5.1.4 are in square brackets in IVAS-4, and he thought that it may be straightforward to include them with regards to use cases. He noted that the group is struggling on what are the use cases, and there could be certain use cases for UGC for these configurations where there is a combination of 7.1.4 or 5.1.4 together with objects. He stated that binaural audio is a very limited input format, assuming a reproduction on headphone, and if one wants to more flexible rendering it is better to pick a different format, such as scene-based or objects. Mr. Stéphane Ragot (Orange) stated that it is difficult to consider input formats which are with brackets. Mr. Markus Multrus (Fraunhofer) stated that it is the most straightforward option, but he did not insist.
Mr. Stefan Bruhn (Dolby) preferred to discuss things that are agreed as input formats and he suggested focusing on scene-based and object-based audio. He also suggested considering a more general formulation of the encoder input format for objects and ambisonics rather than repeating the text up to what number of objects or HOA order. Mr. Markus Multrus (Fraunhofer) stated that to avoid ambiguity it is better to repeat the same text to avoid something which would be subject to interpretation. Mr. Markus Multrus (Fraunhofer) commented that one may add an editor’s note need to be adapted to the input format.
Mr. Nils Peters (Qualcomm) suggested separating static binaural audio and the binaural audio format that can be created during head-tracking.
Mr. Paul Dillen (Philips) commented on combinations with binaural and he asked what happens if there is a combination of binaural audio and mono. Mr. Markus Multrus (Fraunhofer) stated that the output should be binaural. Mr. Paul Dillen (Philips) asked what happens to the mono content, and he noted that one needs to do something different for the mono case. Mr. Markus Multrus (Fraunhofer) stated that the same is true if there is a combination of 5.1 + mono, and this is a challenge to think about if combinations are allowed. He commented that in NGA combinations are really used and it is a nice feature.
The EVS SWG Chairman suggested getting some offline editing to get a proposal to looked by the SWG and put in IVAS-4. He invited Fraunhofer and Dolby to discuss offline. Mr. Markus Multrus (Fraunhofer) asked if the editing would be on scene-based and object-based. Mr. Stefan Bruhn (Dolby) commented that the main difference is on the recommendation of 7.1.4 or the mandate to support 7.1.4 and 5.1.4. Mr. Stéphane Ragot (Orange) was not sure that one could include these formats that are still in brackets for input formats. Mr. Nils Peters (Qualcomm) had concerns with formats with more than 8 channels and he proposed to consider 5.1.2. Mr. Stefan Bruhn (Dolby) suggested considering having binaural, stereo mono and adding an editor’s note that further discussion is required for multichannel output. Mr. Markus Multrus (Fraunhofer) stated that this is not enough for Fraunhofer. The EVS SWG Chairman asked if this step would be large enough to update IVAS-4. Mr. Markus Multrus (Fraunhofer) stated that an agreement without loudspeaker configurations would not work for Fraunhofer. 
The EVS SWG Chairman concluded that there would be no update of IVAS-4 on this aspect.
Conclusion:
S4-190962 was parked after questions for clarifications and later noted.


Reference codecs

Mr. Stéphane Ragot presented S4-190944 On multimono EVS coding, from Orange
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) wondered where to stop if one starts developing new codecs for comparison. He stated that the synchronization depends on the correlation of channels. He commented that the bit allocation can be adaptive, and he wondered how one could say that this is suitable and the group could work on this for a long time, which would be like a mini codec development. He did not see the need if IVAS can be better than what is available.
Mr. Stéphane Ragot (Orange) stated that in ITU-T the stereo loudness equalization was done by reusing SV56 with a fake downmix and similar approaches could be considered for the mode synchronization by reusing existing EVS decisions.
Mr. Stefan Bruhn (Dolby) stated that other reference codecs were discussed in Cork, and it is still open to consider such kind of reference codecs. 
Conclusion:
S4-190944 was parked and later noted.

Mr. Stéphane Ragot presented S4-190945 Reference codecs for IVAS, from Orange
Comments / questions: 
The EVS SWG Chairman commented that reference codecs should be available publicly.
Mr. Stéphane Ragot (Orange) supported the idea to do a clean-up of the proposal.
Mr. Markus Multrus (Fraunhofer) stated that MPEG-H supports stereo, and he wondered if columns are needed.
The EVS SWG Chairman suggested adding ‘potential’ to the caption of Table 1.
Mr. Milan Jelinek (VoiceAge) asked if the list is for qualification or characterization. He stated that EVS can cover the full range of quality. He wondered why there are many listed codecs and he asked whether the other references than EVS may be used for benchmarking. 
Mr. Stéphane Ragot (Orange) clarified that the list is very close to the existing list in IVAS-3, except that essentially FS_CODVRA and VRStream codecs are added. He clarified that the proposal is for IVAS-3, mainly for qualification and selection, and he noted that characterization may consider requirements and objectives that were not tested and also other codecs.
Conclusion:
S4-190945 was parked and later noted.



Mr. Markus Multrus presented S4-190965 On Reference Codecs, from Fraunhofer IIS
Comments / questions: 
Mr. Stefan Bruhn (Dolby) commented on the idea to use only codecs with clearly understood performance. He stated that EVS was fully characterized for mono, and the performance of EVS for multimono is not well understood. He referred to a contribution by Orange showing that EVS multimono may be problematic. He wondered if MPEG-H 3DA is a 3GPP codec or just a decoder referenced by 3GPP. Mr. Markus Multrus (Fraunhofer) clarified that the official terminology for VRStream is ‘codec’.
Mr. Stéphane Ragot (Orange) stated that the problem is to set the bar at some reasonable level to ensure sufficient service quality. He noted that this contribution accepts ITU-T codecs including M/S matrixing but also proposes not to use prematrixing, which is contradictory. He wondered if a virtual codec could still be considered. Mr. Markus Multrus (Fraunhofer) stated that a virtual codec is not really a reference codec but it is a condition assembled from various other codecs, and he was open to consider this option.
Conclusion:
S4-190965 was parked and later noted.


Mr. Stefan Bruhn presented S4-190941 On Performance Requirements for IVAS, from Dolby Laboratories Inc.
Comments / questions: 
Mr. Markus Multrus (Fraunhofer) commented on the proposed listening tests and he asked if codecs would be used as anchors. Mr. Stefan Bruhn (Dolby) stated that the potential codecs for IVAS are not well understood in general, and he clarified that at least the simplest case is stereo, where e-AAC+ and AMR-WB+ operate at different delay. He stated that the proposal would be to give more concrete data on performance requirements. He stated that multimono EVS at 2x EVS at 13.2 kbit/s does not tell much and the performance is not known.
Mr. Milan Jelinek (VoiceAge) saw some positive value in the proposal to have more testing, which  is however a lot of effort. He commented that the testing by Orange was quite limited with equal distribution of bit rates to mono streams. He stated that the test in multimono should include different bit rates for different coefficients, not only to have more realistic performance but also to better cover the whole performance space. He asked how to see multimono SC-VBR operation; he stated that there are two choices: run source analysis, decide what bit rate to use based on source signal, which means cascaded delay for analysis and coding, or modify EVS codec which is not trivial. Mr. Stefan Bruhn (Dolby) clarified that it is not suggested to develop advanced technology, and VBR may be used after matrixing, based on a frame metric with no extra delay. Mr. Milan Jelinek (VoiceAge) commented that one may rely on the previous frame to decide. 
Mr. Stéphane Ragot (Orange) supported having stereo with 3GPP codecs because the performance is known. He commented that another option is to consider matrixing with stereo coding as in FS_CODVRA.
Conclusion:
S4-190941 was parked and later noted. 

The EVS SWG Chairman asked what to do with the various inputs on this topic. He noted that the list of reference codecs in S4-190945 would be cleaned. Mr. Stéphane Ragot (Orange) commented that the last two columns could be removed and compared to the existing Table 1 in IVAS-3 the first two columns on Category and Delay are more to get more information and, apart from ITU-T Appendices which define M/S variants for stereo, the main change to the existing Table 1 is about FS_COVRA and VRStream codecs to consider.
The EVS SWG Chairman noted that there is also a list of codecs in the Fraunhofer document and he invited Mr. Stéphane Ragot (Orange) to draft document based on the Orange input and he stated that it would be better to work on this document as a basis. 
Conclusion: Mr. Stéphane Ragot (Orange) was tasked to prepare a working draft document considering all inputs and comments. The group would then decide whether to include this working draft document in IVAS-3.
The EVS SWG Chairman projected the working draft that prepared offline. Mr. Stefan Bruhn (Dolby) commented that MAEC was dropped because Dolby would currently not be able to publish the encoder. 
The EVS SWG Chairman asked if the working draft could be included in IVAS-3.
Mr. Takehiro Moriya (NTT) stated that reference codecs are for evaluation at qualification test and also can be used for characterization. He commented that for qualification one should restrict reference codecs to a small set to reduce the complexity of listening tests. He noted that for characterization one can use more widely standardized codecs, and he suggested making two lists: one for characterization test and another for the qualification test, by selecting different reference codecs.
Mr. Stefan Bruhn (Dolby) invited test results to see what would be suitable for qualification and selection.
Mr. Hiroyuki Ehara (Panasonic) commented that G.722 App. IV and G.711.1 App. V are stereo appendices and should be categorized to stereo, while G.722B is a mono codec. Mr. Stéphane Ragot (Orange) confirmed that G.722D and G.711.1F are the correct list. 
The EVS SWG Chairman concluded that all parked documents related to references codecs will be noted and IVAS-3 would be updated based on the working draft.
The SA4 Secretary allocated a Tdoc number (S4-191064) for the IVAS-3 update.
S4-191064 IVAS Performance Requirements (IVAS-3), v0.0.4, from Editor (Dolby Laboratories) was agreed without presentation.
This Tdoc will go to A.I. 16.1.

MASA


Mr. Lasse Laaksonen presented S4-190935 Status update on common IVAS MASA Reference Software, from Nokia Corporation
Comments / questions: 
The EVS SWG Chairman stated that one could address potential adhoc meetings, and there would have calls, with one on pass-through. He noted that a call to discuss MASA would be subject to the availability of C code.
Mr. Frans de Bont (Philips) stated that Nokia announced in Cork that binaural rendering will not be included in the first release, and he asked to clarify what is expected in the release that is planned to be provided.
Mr. Lasse Laaksonen (Nokia) noted that that there was a question on binaural rendering in Cork and Nokia could consider including a binaural rendering step in the version to be released.
Conclusion:
S4-190935 was noted. 

Mr. Frans de Bont presented S4-190960 On MASA verification tests, from Philips International B.V.
Comments / questions: 
Mr. Lasse Laaksonen (Nokia) stated that MASA development in SA4 has been ongoing for a while, and not much progress has been achieved in SA4, despites some general interest and sympathy on the proposal. He noted that there is a request to progress the reference analysis and synthesis and rendering, and Nokia plans to make available this type of reference software for some MASA input signal generation and example synthesis and rendering, and Nokia is considering to add a binaural rendering step. He apologized for not meeting the targeted deadline of the initial code release. He commented on the lack of sufficient verification and crosscheck results raised by Philips. He stated that Nokia provided good justification in terms of test results, IVAS is immersive conversational codec in 3GPP domain, where mobile devices are important. He commented that the group should make sure that one can provide immersive voice and audio from a smartphone. He commented on the design constraints and stated that there are some agreed formats, however based on Nokia’s results and experience in the field they are not sufficient for the purpose of using smartphones with immersive signals. He stated that it would be useful to have some type of crosschecking, with a verification against other systems that are truly based on a smartphone capture sound scenes. He commented that so far there were no other proposals to tackle this scenario, so it’s basically impossible to even consider this type of verification where there is only one proposal to tackle the problem. He invited to provide such alternative solution.
The EVS SWG Chairman asked how to get crosschecks. Mr. Frans de Bont (Philips) suggested inviting the group to provide crosscheck results. The EVS SWG Chairman asked what are the guidelines, in terms of technical content and procedure, to avoid the risk that people come with contributions which are not seen as the expected crosscheck. 
Mr. Stefan Bruhn (Dolby) stated that Dolby is also interested in getting more tests showing and proving the value of MASA, and Dolby has been engaged in the corresponding work. He stated that Dolby is looking forward for the open software in C at Busan. He referred to references 1 and 2 which are black-box processings in a device, and he stated that one needs more information to arrive at results. He stated that apparently this is different from doing simulations or verification with MATLAB software.He noted that there may be some kind of proprietary technology that is difficult to disclose, and he supported getting crosschecks of results in references 1 and 2. He pointed out that there is currently a lack of information. He suggested making the reference software more realistic to do realistic verifications based on such a reference softtware, which would allow everybody to have test vectors and a good level of transparency.
Mr. Lasse Laaksonen (Nokia) confirmed that results presented in 1 and 2 relate to proprietary algorithms and also hardware products from third parties, and processing cannot be disclosed. He stated that alternative solutions could be brought by other parties, and there are devices on the market that can be modified to get signals or build a reference system. He commented that in general there is a certain of amount of challenge in doing that, and other parties will not disclose such information in terms of comparing captures from various real-systems that are producing a certain type of output. He commented on the reference software, and stated that it is realistic to some degree, but the physical properties of the eigenmike are different and there are effects related to that shape.
Mr. Tomas Toftgard (Ericsson) asked if one could expect a similar amount of benefits for mobile capture than using the eigenmike. Mr. Lasse Laaksonen (Nokia) clarified that there are several aspects that affect evaluations, such as the spatial representation or encoding, and rendering will play a big part. He noted that another aspect is the processing chain, and to evaluate the right thing it should based on suitable rendering. He stated that the reference should be the scene and comparisons should be with an equivalent procressing chain. Mr. Tomas Toftgard (Ericsson) wondered if one could use fewer microphones elements to show benefit. He stated that a mobile phone does not have the same number of microphpne elements as the eigenmike. Mr. Lasse Laaksonen (Nokia) stated that this may be the case theoretically if one is to work on such analysis. He clarified that in the reference sysem all microphone inputs are used for analysis and transport is simulated by just selecting microphones, instread of providing a full set of signals.
Mr. Stefan Bruhn (Dolby) stated that for verification purposes it is desirable to have some kind of mobile capture simulator, similar to using a channel simulator, to have at least a capture scenario to generate reference signals. He stated that one could then see the gain assuming simulated mobile capture and what would be the gain over HOA, and this would remove the requirement or request that Nokia has to disclose proprietory technology. He invited to work jointly on simulators.
Mr. Lasse Laaksonen (Nokia) stated that the reference software would be able to provide a simulation of mobile capture and improvements and additional features for this reference software will be invited.
Mr. Stéphane Ragot (Orange) suggested capturing real scenes and using different devices at the same time. Mr. Nils Peters (Qualcomm) commented on 5.1. and 7.1 capture and he stated that one needs A to B conversion for ambisonics; he was concerned with double standards.
Mr. Lasse Laaksonen (Nokia) stated that some type of reference scene that are recorded using different captures of interest can be useful in many ways. He did not understand what it means in this context to compare several captures. He stated that other proposals are needed, and the MASA proposal can be simulated using the eigenmike or captured with a smartphone. He stated that the purpose of this type of format is not to replace ambisonics but to provide an input that is suitable for smartphones to provide the same capability at high quality. He commented that not only quality suffers from groing to 5.1 or FOA, but at the same time it increases the number of signals to be encoded, and codec performance will take a double hit, one from getting input signals of lower quality with unncessary information and another from encoding a number of audio channels to transmit the same sound field representation. He stated that the IVAS codec would not provide good quality at low bit rates for smartphones, and MASA is developed in SA4 by contributions. He commented that there are contributions to MASA from Fraunhofer and Dolby, the the Fraunhofer contribution was taken into the format and the Dolby proposal is considered, pending results. He stated that the format is not proprietary, it has gone in SA4, and it provides a point of interoperabilty and a high-quality signal for IVAS. He stated that every device form factor will have different microphone array configurations and tunings, and this will be different between manufacturers and device models, but the same input format can be achieved by different technologies and implementations.
The EVS SWG Chairman invited to comment on section 3. Mr. Lasse Laaksonen (Nokia) commented that crosschecks or verification are of interest and one will need to have alternative proposals and volunteers to provide implementations.
The EVS SWG Chairman stated that one needs to clarify who is considering such kind of activity. Mr. Stefan Bruhn (Dolby) supported doing more crosschecks, and he stated that Dolby is already engaged in such work. He emphasized that one needs to find a way to overcome the problem that simulations or results presented in 1 and 2 cannot be crosschecked. He commented that one could rather hope that the software provided by Nokia will do some kind of realistic MASA simulation and Dolby could do a crosscheck.
Mr. Stéphane Ragot (Orange) stated that the software availability is a precondition to volunteering.
Conclusion:
S4-190960 was noted.

Mr. Stefan Bruhn presented S4-190969 Evaluations related to MASA format, from Dolby Laboratories Inc.
Comments / questions: 
Mr. Lasse Laaksonen (Nokia) welcomed evaluations in this domain and interest in the MASA format. He asked if voice signals in the test material are audio objects, and if this is also the case for birds. Mr. Stefan Bruhn (Dolby) confirmed that this was the case. Mr. Lasse Laaksonen (Nokia) asked if there was reverb in the material. Mr. Stefan Bruhn (Dolby) clarified that dry conditions were used, and this may be an important point to consider for further investigations, to do more realistic simulations. He stated that given Dolby’s limited insight in MASA a straightforward scenario was taken.
Mr. Lasse Laaksonen (Nokia) stated that the choice of material affects results, because first the MASA format as smartphone immersive format targets real capture and is not intended for synthetic material. He noted that MASA is a type of parametric system that analyzes the directionality of sound sources and diffuseness of sound field, and it benefits from a real sound scene environment with real reverberant characteristic. He commented that this is not optimal material, but it is still interesting to see results, especially the choice of material related to equal performance between stereo and mono based solutions. He stated that one of the benefits of the stereo-based solution is that for the case when the two signals are captured in a real environment they get a natural incoherence. He stated that in this test material there is probably no such incoherence available, and this reduces the advantage significantly, also depending on characteristics of the material in terms of overlap of talkers and so on, there might not be too much difference. He stated that this should explain the findings there is not much or no difference, with real capture one would find differences, and this would allow evaluating Dolby’s proposed parameters in a reasonable way. He stated that the test is against an HOA representation, with a synthetic signal, and FOA is a down sampled version of the reference that has similar characteristics, and listeners correctly identified the similarity. He stated that the purpose of MASA is not to represent spherical harmonics sound scene but real sound scene, when the reference is the ambisonic signal, it will sound different, and the MASA conditions are then penalized. He was surprised that there is not much difference, except for the bird scene, where the FOA signal probably sounds more stable. He commented on conclusions, and he stated that there is a problem with the test setup and the right question is not asked to verify the format. He stated that it is quite promising that systems are scoring at the same level. He hoped that experiments will continue, once the reference software is available, considering changes to the processing.
Mr. Stefan Bruhn (Dolby) stated that Dolby is further interested in doing more evaluations, and more verification work. He invited Nokia to provide some guidance, starting from a synthetic scenario to have a level of realism and simulate a realistic mobile MASA capture and see some of the benefits. He stated that evidence of benefits (to sufficient degree) would allow to get to some kind of decision on MASA based on independent evaluations, and he invited to work jointly the software. Mr. Lasse Laaksonen (Nokia) stated that there would be an opportunity to work jointly on this, and when it comes to synthetic scenes, MASA is targeting the capture of real immersive scenes, and he did not foresee synthetic scene as a primary driver. He proposed to consider actual captures in controlled environment, to gain similar insight than with well-defined OBA synthetic scenes. He stated that having real scenes and real diffuseness is beneficial.
Mr. Markus Multrus (Fraunhofer) commented on the test setup, and he asked if binaural rendering for listening was static or head-tracking. Mr. Stefan Bruhn (Dolby) clarified that it was static. Mr. Markus Multrus (Fraunhofer) asked if there was a comparison of listening over headphones and loudspeakers. Mr. Stefan Bruhn (Dolby) commented that an informal evaluation showed that there was no severe difference and binaural rendering is justified. He commented that MASA is used in mobile domain, and one main use case is to listen over stereo headphones, which this was the main motivation to do binaural listening, but it was verified that the mapping was correct. Mr. Markus Multrus (Fraunhofer) commented that he was not a big fan of proprietary solutions as black box. Mr. Stefan Bruhn (Dolby) stated that the choice was to use Dolby’s technology.
Conclusion:
S4-190969 was noted.

The EVS SWG Chairman commented that the MASA topic is well set and there is a plan for reference software availability, and crosschecks will take place afterwards. He also noted that there were results from Dolby, so the group has a plan for the MASA topic.

HTF

Mr. Nils Peter presented S4-190966 Status of the HOA Transport Format (HTF), from Qualcomm Incorporated
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) commented on the limitation of number of channels, and the statement that relaxation of this number is not foreseen, and he asked what could be the reason not to support more than 8 channels. He noted that HDMI can support more than 8 channels in the more recent version. Mr. Nils Peters (Qualcomm) stated that Qualcomm is not aware of changes in OS software, and Qualcomm does not control the vendors of those OS.  Mr. Tomas Toftgard (Ericsson) stated that it depends on use cases, and it is not a big limitation now and in future more immersive services will be supported and more channels may be supported. Mr. Nils Peters (Qualcomm) commented that binaural seems to be the main reproduction mode for 3GPP.
Mr. Stéphane Ragot (Orange) stated that the availability of software is addressed by the Source and Orange has now access to the MATLAB software.
Mr. Nils Peters (Qualcomm) stated that HTF is related to HOA, and Qualcomm sees currently a bottleneck on devices, which justifies application of HTF for optimization of memory and latency. He commented that the channel count might change to 12, which would still not be enough for HOA3. He stated that one cannot mandate any change in OS, but one can design a codec that is applicable and supporting hardware solutions currently on the market. He stated that, given there is no strong industry request for IVAS, it is more important to provide something which can be supported.
Mr. Lasse Laaksonen (Nokia) commented on the use case and limit of 8 channels, and he stated that, regardless of actual OS limitation or platform limitation, the number of channels has some type of implication on IVAS codec complexity, and one needs to be careful with that. He stated that HTF seems to be one way to tackle complexity, and this is similar to MASA proposal which tackles a certain problem area. He stated that HTF is an example of tackling the problem of supporting a very high number of channels, and there are no other proposals to tackle this limitation. He stated that one can argue whether this limitation is relevant or not, but this is one solution offered for the problem of immersive capture, like MASA on flat device or some other form factor. He invited to be pragmatic.
Mr. Stefan Bruhn (Dolby) commented on the actual availability of HTF in mobile devices as a capture format. He stated that this is important to address the capability to support this format as something that is already relevant. He asked if support of MASA with IVAS might trigger might trigger HTF capture. Mr. Nils Peters (Qualcomm) stated that there are not many examples for immersive captures on smartphones, and he was not in a position to talk about Qualcomm’s products, but he could see a bright future in immersive sound capture.
Mr. Stefan Bruhn (Dolby) acknowledged that there can be the view that IVAS codec should be a swiss-army knife that can do everything and see later what is needed. He emphasized that this is a costly approach, and one needs to think twice when it comes to requiring support of formats that are justified and required. He commented that there may be other possibilities than excluding HTF, for instance having the option to support HTF. He commented that the swiss-army knife approach might be dangerous. Mr. Andre Schevciw (Qualcomm) invited to consider what other competing codecs will do in near future, and he stated that it is important that the toolset is competitive.
Mr. Nils Peters (Qualcomm) commented putting HTF in square brackets is not a show-stopper, and the option is still preserved. Mr. Stefan Bruhn (Dolby) stated that his personal experience with putting things in square brackets was not positive and he would be reluctant to put HTF in square bracket in the time being. He stated that one should only put in square brackets things that have a high likelihood to be agreed, while there are still pending questions and actions on HTF.
Mr. Andre Schevciw (Qualcomm) asked what are pending actions and questions. Mr. Stefan Bruhn (Dolby) stated that one is to make crosschecks, and he commented that even in results provided by Qualcomm HTF was not a lossless compression format. He invited to discuss whether the quality reduction by this HTF is something that is acceptable, which is not known yet. He also invited to see what quality will result from the intrinsic impairment and coding artifacts.
The EVS SWG Chairman stated that this is similar to MASA and he asked details on crosschecks. Mr. Stéphane Ragot (Orange) stated that Orange is considering conducting crosschecks to have results for the next meeting.
Mr. Nils Peters (Qualcomm) stated that it is fair to put something in square brackets. Mr. Stéphane Ragot (Orange) disagreed. Mr. Andre Schevciw (Qualcomm) stated that code was requested, one can have code for evaluation, and one can decide the status of square brackets after the evaluation is conducted.
The EVS SWG Chairman asked if there is any volunteer (with no commitment). Mr. Stéphane Ragot (Orange) repeated that Orange is considering. Mr. Stefan Bruhn (Dolby) stated that Dolby is interested in understanding the implications of HTF to quality, and the price in terms of not being a lossless compression format, as well as potential implications on complexity. He stated that one needs to understand what would be required as a codec proponent. He stated that one should keep possibilities for parties to bring evaluation results.
The EVS SWG concluded that there is a plan progressing. Mr. Andre Schevciw (Qualcomm) requested to document that companies have an opportunity to conduct evaluations, and if there is no willingness to evaluate, it’s a different discussion. He did not see why there is a risk to have HTF in brackets. The EVS SWG Chairman stated that it was requested not to put HTF in IVAS-4, but there will be verification and crosschecks, and there are two indications of willingness to do verification. Mr. Stefan Bruhn (Dolby) stated that Dolby is open to do evaluations in the context of MASA, and one cannot do everything in very short time period, which should also be considered, given there is also a development effort to support in Dolby’s codec. 
The EVS SWG Chairman summarized that the important point is that there has to be a prospect and a plan with Dolby and Orange to conduct verification. Mr. Andre Schevciw (Qualcomm) stated that this is fair provided it is clearly stated companies are willing to do this evaluation. He did not want to lose time because nobody wants to do evaluations.
Conclusion:
S4-190966 was noted.



Testing, reference conditions


Mr. Tomas Toftgard presented S4-190900 IVAS testing, from Ericsson LM
Comments / questions: 
Mr. Stefan Bruhn (Dolby) appreciated the flexibility in this contribution. He asked if the suggestion is to use a common renderer or the internal renderer in conjunction with the IVAS codec candidates. Mr. Tomas Toftgard (Ericsson) stated that the common renderer box is optional for codec conditions, if the candidate can output the format for listening.
Conclusion:
S4-190900 was parked then noted. 

Mr. Stefan Bruhn presented S4-190946 IVAS Codec Reference Testing – common grounds, from Dolby Laboratories Inc.
Comments / questions: 
Mr. Milan Jelinek (VoiceAge) asked what is the meaning of the HOA to FOA block. Mr. Stefan Bruhn (Dolby) stated that in case one likes to do particular tests with FOA it is suggested to use as a reference the original HOA signal as a reference.
Mr. Markus Multrus (Fraunhofer) commented on the proposed loudspeaker configurations, and  he noted that 7.1.4 is mentioned. He asked if one would run all configurations, all output formats through that even if the input is 5.1. Mr. Stefan Bruhn (Dolby) stated that it might possible to do so, and he agreed that testing in a single loudspeaker configuration such as 7.1.4 configuration is not the subject of this contribution. He invited to concentrate on things easier to agree and skip this topic for further discussion.
Mr. Nils Peters (Qualcomm) stated that he wanted to discuss later the optional FOA truncation.
Conclusion:
S4-190946 was parked then noted. 

Mr. Stefan Bruhn presented S4-190950 On IVAS Reference Testing over Loudspeakers, from Dolby Laboratories Inc.
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) asked to clarify the last bullet. Mr. Stefan Bruhn (Dolby) stated that P.800 testing has to be practical, usually with parallel groups of listeners. He had doubts that loudspeaker testing can be practical with naïve listeners.
Mr. Nils Peters (Qualcomm) asked if binaural is more suitable for naïve listeners. Mr. Stefan Bruhn (Dolby) stated that this is a question to discuss under SQ, and one could start with stereo tests done in ITU. He was not sure what experience exists with P.800 tests with real immersive sounds, in general he did not think there should be a fundamental reason that this is not possible.
Mr. Stéphane Ragot (Orange) asked what was Qualcomm’s view on binaural testing with naïve listeners. Mr. Nils Peters (Qualcomm) stated that this was discussed in other bodies, and the effects of HRTFs is an open issue, and he could not see why loudspeaker testing would not be suitable for naïve listeners. He did not know if binaural is better but he stated that loudspeaker testing with naïve listeners is realizable and it might be more straightforward than for binaural. Mr. Stefan Bruhn (Dolby) disagreed and he stated that naïve listeners may be distracted in a listening room with many loudspeakers. Mr. Nils Peters (Qualcomm) commented that loudspeakers can be covered. Mr. Stefan Bruhn (Dolby) invited to consult lab experts; he stated that loudspeaker tests cannot be parallelized as in naïve listener P.800 tests.
Conclusion:
S4-190950 was parked then noted. 

Mr. Stefan Doehla presented S4-190961 Content Types for IVAS Testing, from Fraunhofer IIS
Comments / questions: 
Mr. Stefan Bruhn (Dolby) asked if the contribution targets only stereo testing. Mr. Stefan Doehla (Fraunhofer) clarified that this is stereo. He commented that there is some basic text in IVAS-4 requesting to looking at potential microphone configurations, and this could be fulfilled.
Mr. Stefan Bruhn (Dolby) stated that there may be different ways to address this issue. He commented that the proposal assumes that stereo capture is done with smartphones. He invited to consider other cases on how stereo could be captured, considering scenarios where stereo is generated in a conference server or captured in a conference room. He commented that the standardization of mono speech codecs used an agnostic approach, to avoid designing for a particular format.
Mr. Nils Peters (Qualcomm) asked why XY is not supported. He stated that XY is present in some phones or little recorders for interviews, and provides great mono compatibility. Mr. Stefan Doehla (Fraunhofer) was not sure there are integrated XY microphones, and he was open at looking at what is relevant. He commented that XY may be in professional recorder, but maybe not in smartphones.
Mr. Stefan Bruhn (Dolby) stated that conference rooms are not limited to smartphone capture, and he commented on MEMS microphones that may not be omnidirectional in smartphone with related processing. He commented that there are no clear acoustic specifications and it is difficult to know what kind of phones would be assumed. Mr. Stefan Doehla (Fraunhofer) stated that one cannot use prototypes tailored for a specific system. He preferred to use recordings done in studios as for EVS, using high-quality microphones. He commented that there are many possibilities with stereo.
Mr. Stéphane Ragot (Orange) commented that there are many different UEs in 26.132, including laptop UEs, car or desktop mounted UEs, and he asked what were the assumptions on room acoustics. Mr. Stefan Doehla (Fraunhofer) commented on the microphone distance with AB capture, for smartphones, tablets or laptops. He commented that in STL2019 there are different assumptions and probably recordings were not in anechoic rooms but in acoustically treated rooms. Mr. Stéphane Ragot (Orange) asked if reverb is also proposed.  Mr. Stefan Doehla (Fraunhofer) commented that reverb was not considered for mono and it could imagine that it is more obvious for stereo.
Conclusion:
S4-190961 was parked then noted.

Mr. Markus Multrus presented S4-190964 Reference Conditions for IVAS Testing, from Fraunhofer IIS
Comments / questions: 
It was noted that this Tdoc should have been grouped with other documents on reference codecs and multimono.
Conclusion:
S4-190964 was parked then noted.

The EVS SWG Chairman invited to check offline if the three documents related to processing (S4-190900, S4-190946, S4-190964) could be merged in a consolidated document. Mr. Tomas Toftgard (Ericsson) commented that documents were not yet discussed and he did not know if there were enough commonalities, except maybe in processing for the stereo case. Mr. Stefan Bruhn (Dolby) commented that there is no time left during the meeting. He was open to find out in offline discussions if there are commonalities. He commented that Ericsson’s proposal is open for candidates to operate with the internal or common renderer. Mr. Tomas Toftgard (Ericsson) commented that one could focus on general principles and not how to generate input types. The EVS SWG Chairman summarized that there is not sufficient time to do these activities. He invited to discuss offline and see if a document could be provided in plenary.
Mr. Tomas Toftgard (Ericsson) stated that one good aspect with defining the common renderer for testing is to define the target quality for downmix conditions, which e.g. are undefined with a multichannel input and a downmix to stereo.


Later, the EVS SWG Chairman asked if it is worth discussing about loudspeaker testing (S4-190950). Mr. Tomas Toftgard (Ericsson) stated that listening over loudspeakers may overcome the disadvantage of binaural rendering and listening, and they complement each other, and focusing on only one would be too limited. Mr. Markus Multrus (Fraunhofer) stated that recommending rendering to 7.1.4 is too weak. Mr. Stéphane Ragot (Orange) was not sure all inputs are available for a decision at this meeting. Mr. Stefan Bruhn (Dolby) stated that the first bullet is a conditional bullet, and one may still check whether loudspeaker testing can be afforded and under what circumstances. He did not know if there is the general willingness to converge further.
Mr. Lasse Laaksonen (Nokia) wondered if loudspeaker testing is done related to scene-based and object-based formats, and he stated that IVAS rendering will output multichannel signals for channel-based content, and he stated that it is important to have loudspeaker tests at least for these types of signal. Mr. Stefan Bruhn (Dolby) stated that binaural listening is needed for scene and object-based audio. He noted that some companies have the desire to do some tests over loudspeaker setups, and he commented that he avoided channel-based audio to avoid long discussions.
Mr. Nils Peters (Qualcomm) was concerned that object and scene-based should support flexible, and dictating a specific layout does not support this philosophy. He stated that some people might optimize their codec just on this single setup, and he invited to be cautious.

The EVS SWG Chairman asked what to do with S4-190961.  Mr. Stefan Bruhn (Dolby) commented that there was a good discussion input, and this was the first time this was discussed. He stated that it may be a bit too early to agree on this proposal.
The EVS SWG Chairman concluded that all Tdocs results were noted. He invited offline work on the consolidation of processing plans.

Complexity

Mr. Lasse Laaksonen presented S4-190936 On IVAS audio formats and complexity design constraints, from Nokia Corporation
Comments / questions: 
Mr. Hiroyuki Ehara (Panasonic) commented about the definition of average complexity for input/output modes, and he asked if there is any reason to define it this way, rather than maximum complexity for each case. Mr. Lasse Laaksonen (Nokia) stated that it may be difficult to agree complexity constraints with a single number for each input type individually, and this type of averaging makes it possible to consider more limited devices and have some freedom in solutions and not put too strict requirements.
Mr. Hiroyuki Ehara (Panasonic) noted that averaging is based on equal weighting for targeted cases and he stated that codec designers would have some freedom to decide which cases are more important. He commented that complexity may be different for different cases. Mr. Lasse Laaksonen (Nokia) was open to have some weighting, and he stated that discussions might become complex, equal weighting would be possible to simplify things.
The EVS SWG Chairman stated that the proposal is for IVAS-4, and the characterization report  can have more information.
Mr. Stefan Bruhn (Dolby) stated that he could understand the motivation on averaging, however this average figure does not guarantee that the intention is achieved. He commented that the stereo functionality on low-end phones has to be with certain reasonable limits. He invited trying to work on potential figures for individual cases and see whether there is a possibility to find common ground. He appreciated the suggestion to do combined figures (codec and renderer) and he invited to consider the case of complex input formats and binaural output, so that terminals with limited complexity can provide a binauralized immersive output.
Mr. Milan Jelinek (VoiceAge) supported the idea to have more than one complexity number, and he suggested a possibility to try some alternative way to average complexity, which could be to weigh complexity e.g. by the number of channels. He also agreed that averaging might not be the best way to get limitations for lower-complexity modes. He also suggested considering to constraint the decoder without renderer, if an external renderer use is foreseen.
Mr. Stéphane Ragot (Orange) appreciated the proposal for an overall complexity evaluation. He asked to clarify the statement on mono input and upmixing. Mr. Lasse Laaksonen (Nokia) stated that the mono input as part of complexity, and if there is some upmixing requirement, one would agree on further output rendering formats, which are currently limited to mono to mono. He noted that for instance binauralization could be considered according to some rules. He stated that devices might only utilize some IVAS formats, like stereo-only capability and he stated that it is still likely that encoder complexity will be higher than combined decoding and rendering, when the device has stereo input and mono or stereo output capability.
Conclusion:
S4-190936 was noted. 

Mr. Paul Dillen presented S4-190959 On IVAS delay and complexity, from Philips International B.V.
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) stated that the compromise between delay and quality depends on technology, and it is not fully independent of the input format or type of rendering. He commented that a single value is not optimal, as one would only optimize for worst case, and quality could be not optimal because of high complexity constraints.
Mr. Paul Dillen (Philips) commented that the proposal is to put a limit that a proposed codec should follow, which is what counts to the user and it is allowed to have lower complexity than the design constraint in different configurations. Mr. Tomas Toftgard (Ericsson) stated that this could be too open for bad quality, and he stated that rendering might need additional delay. He commented that the codec needs to be competitive for stereo operation, and there might be another figure for the combination of objects and ambisonics.
Mr. Stefan Doehla (Fraunhofer) invited to look what is possible to implement, he stated that the customer will pay for certain features and quality, and the IVAS WID calls for a solution that is expected to be implemented on a wide range of UEs, which implies multiple device types to balance. He commented that a single constraint will not allow this balance, and an upper limit would be no incentive to have operational modes that are easy to implement.
Mr. Stefan Bruhn (Dolby) stated that everybody wants a codec successful in the market, regardless of design constraints and needs to deliver an attractive solution. He commented that in some earlier exercises some solutions did not go to upper limit of what was allowed. He stated that this contribution gives an idea how requirement on delay and complexity could be defined, it would leave further room for discussion, to be able to consider what kind of technologies are possible. He stated that one might add certain additional constraints for particular operation modes.
Mr. Lasse Laaksonen (Nokia) stated that the proposal for single value is not agreeable for Nokia. He stated that IVAS will be complex in many ways, with for instance HOA of order 3 or 5 being discussed. He commented that everyone is resource limited and puts focus on certain aspects of the codec to get great quality then focus development on something quality is not so great, which may result in complex solutions. Mr. Markus Multrus (Fraunhofer) stated that the difference between EVS and IVAS is that IVAS has not only telephony use cases, and if an application only needs stereo with low-power devices it needs to be reflected.
The EVS SWG Chairman invited to discuss the proposal to use ITU-T STL2019, which implies a fixed-point specification. Mr. Frans de Bont (Philips) highlighted the wording ‘or equivalent’ which hinted that floating-point may be acceptable. Mr. Stefan Doehla (Fraunhofer) commented that STL2019 has floating-point counters, to get an approximation of equivalent fixed-point complexity. He stated that the preference is another debate.
Mr. Stéphane Ragot (Orange) recalled that the group already agreed on using the latest STL if fixed-point is required and the debate is whether fixed-point or floating-point is required.
Mr. Stefan Bruhn (Dolby) stated that if there are concerns with a single maximum number one  may have an editor’s note indicating that lower limits might be considered for particular use cases or configurations, so that it does not remain the only limit.
Mr. Milan Jelinek (VoiceAge) stated that the proposal to have one number might compromise the competitivity of IVAS for stereo. He did not think the whole proposal is agreeable without clarification.
Conclusion:
S4-190959 was noted.





IVAS-9

Mr. Stefan Bruhn presented S4-190952 Suggested updates to server-based spatial voice conferencing usage scenario, from Dolby Laboratories Inc.
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) commented on point number 8 in QoS/QoE considerations, about the scalability of the service. He stated that the complexity of encoder/decoder is one aspect, and the full system with bit rate is needed for certain quality. Mr. Stefan Bruhn (Dolby) did not exclude other criteria, and he was open to other wordings and he invited proposals,
The EVS SWG Chairman stated that the intention to have this contribution in IVAS-9.
Mr. Stefan Bruhn (Dolby) noted that the use case is entirely is in square brackets. He commented that in Cork it was intended to remove brackets. The EVS SWG Chairman commented that there are 3 options: do nothing, replace existing text in square brackets by this one, replace text and remove square brackets. It was clarified that this Tdoc was shared offline with Ericsson, Nokia, NTT, Orange.
Mr. Lasse Laaksonen (Nokia) stated that the revisions/clarifications removed a lot of concerns.
Mr. Stefan Doehla (Fraunhofer) noted that various microphone configurations are mentioned, including ORTF, and he asked if this is relevant for conferencing scenarios. Mr. Stefan Bruhn (Dolby) confirmed that this was the case based on information from colleagues involved in the Dolby Voice product. Mr. Stefan Doehla (Fraunhofer) stated that ORTF is beyond ordinary UEs. He stated that the usage scenario description all improved, besides minor things like microphone configurations and other aspects.
Mr. Stefan Bruhn (Dolby) stated that there were iterations on this document and he wondered if it is worth spending another round to try to make it even better.
The EVS SWG Chairman asked if this Tdoc can be included in IVAS-9 with no square brackets. Mr. Stefan Doehla (Fraunhofer) commented to point 4 in the Description section, where IVAS UEs to expected to have binaural, stereo and mono output. He wondered if this is what IVAS should target. Mr. Stefan Bruhn (Dolby) clarified that this is for conferencing, and binaural, stereo and mono are the typical rendering cases, at least for a UE; he did not think that a UE would connect to a loudspeaker system. Mr. Stefan Doehla (Fraunhofer) invited to discuss about IVAS UEs offline.
Conclusion:
S4-190952 was agreed.
The EVS SWG Chairman conclude that a new version of IVAS-9 would be created.

The SA4 Secretary allocated a new Tdoc for the update of IVAS-9 (S4-191063).
S4-191063 IVAS Usage Scenarios (IVAS-9) - Version 0.0.3, from Editor (Mr. Lasse Laaksonen, Nokia) was agreed without presentation.
This Tdoc will go to A.I. 16.1.

6 EVS_FCNBE


Mr. Stefan Doehla presented S4-190922 EVS Float Conformance verification, from Fraunhofer IIS, Intel, Apple
Comments / questions: 
The EVS SWG Chairman stated that it is most efficient is to take a look at S4-190924 and have joint a discussion.
Conclusion:
S4-190922 was initially parked and the noted. 

Mr. Stefan Doehla presented S4-190924 dCR on EVS Non Bit Exact Float conformance, from Fraunhofer IIS, Intel, Apple
Comments / questions: 
Mr. Tomas Toftgard (Ericsson) referred to the zip file mentioned on the cover page of the draft CR, and he asked when it will be made available. Mr. Stefan Doehla (Fraunhofer) stated that the zip file was already made available offline to some parties, and it is 1.5 Gbytes and correspond to what was on svn. He stated that the encoder and decoder tools are stable, and for the MOS-LQO test if there is some reluctance to add this test one could finalize the work item without this test. 
The EVS SWG Chairman asked how 3GPP members get the zip file. Mr. Stefan Doehla (Fraunhofer) stated that Qualcomm and Orange asked in Cork to get access to svn, and it could be provided via usb during the meeting. The EVS SWG Chairman stated that it was not clear that this is the zip file that should be attached.
Mr. Tomas Toftgard (Ericsson) asked if one could foresee some updates of the thresholds. Mr. Stefan Doehla (Fraunhofer) stated that making the POLQA test informative would speed up the process. He clarified that there are reference implementations and all POLQA scores have to be recomputed.
The EVS SWG Chairman invited to discuss the topic of music and mixed content, which is new for this meeting. He commented that this is addressed in the dCR, with the list of files for MOS-LQO test. He noted that this is addressed in section 2 of S4-190922, and he asked to explain the relationship between the two inputs. Mr. Stefan Doehla (Fraunhofer) stated that during the course of EVS floating-point verification, music items were used, POLQA was used to calculate delta MOS, and there was no technical issue but absolute scores are not what POLQA was targeting, and POLQA was not verified and tuned, therefore music items were not recommended. He commented that for this purpose POLQA results are even more stable with music items, with less discrepancy, and the test works well for music items. He stated that one option is to remove music items, but one would not have any coverage of mixed content and music. He clarified that the preference is to use the same scripts, including music items. He commented that EVS proponents should have seen all those items.
The EVS SWG Chairman asked how to react to the conclusion that delta POLQA works for music. He noted that the POLQA application guide says that POLQA is not recommend to calculate absolute scores for music. He asked what is the basis of proposals for delta POLQA, and he stated that absolute scores are not designed to produce scores for music, and he wondered how a POLQA difference is still correct.
Mr. Stefan Doehla (Fraunhofer) clarified that absolute POLQA scores vary for music as for speech, and differences are in the same order of magnitude and they even helped to identify issues by looking at values. He stated that the tool works as expected, and he wondered if one needs to debate on the use of POLQA if it is not needed.
Mr. Milan Jelinek (VoiceAge) requested to insert in clause 7.2.1 a statement to complement the wording  “in case of an implementation is used, the output may not be bit-exact…”. He suggested that the algorithm must not be modified or that the implementation must be algorithmically exact, and he stated that such a statement is required for the dCR to be acceptable for VoiceAge.
Mr. Stéphane Ragot (Orange) highlighted some ‘should’ that would have to be changed to ‘shall’. He also invited to change the wording ‘POLQA 2.4 is currently used’ to a reference to P.863 (09/2014) as in 26.132. He also commented on the results reported in S4-190922 show that 26.442 does not pass and he stated that it is a pity that fixed-point and floating-point implementations are so different.
Mr. David Singer (Apple) suggested rewording ‘may not be bit-exact’ to ‘might not be bit-exact’.  He stated that one can obtain conformance in one or two ways and one does not  need to say why.
Mr. Stefan Doehla (Fraunhofer) stated that he could apply the suggested changes (‘may’ to ‘might’, ‘should’ to ‘shall’, extra wording from VoiceAge, …).
The EVS SWG Chairman invited to talk about the request to run some verification, and he stated that in this case, the best option is to have a conference call, and this call could be used to polish further the text of dCR. Mr. Stéphane Ragot (Orange) indicated that Orange could try to present results from verification at this call.
The EVS SWG Chairman invited to think about the issues of music and delta POLQA, and he noted that there is a new aspect on whether the MOS-LQO test is informative or not. He commented that one formal issue is that Annex X is not in change marks.
Mr. Imre Varga (Qualcomm) commented on the P.501 files from Annex B and C, and music files which are not part of P.501. He  invited to clean up the document, and say how to get the audio database and music files. He commented on Annex X.3.1 that this test was used in the characterization reported in TS 26.952 and he invited to give the list of files that were used. He stated that all editorial aspects (30 files to have a database of 62 hours…) cannot be listed. He stated that there are lots of things that he would suggest, so a conference call would help to see an intermediate version, which is the best method for editorial polishing. Mr. Stefan Doehla (Fraunhofer) clarified that 62 hours are processed by the POLQA tool which will consume half this time to process files. He invited to reconsider using another huge database, but he stated that the clarification on the 30 items (per condition) is valid. Mr. Tomas Toftgard (Ericsson) commented that the related sentence in Annex X.3. could be misleading, as it is not 62 hours of different speech.
Mr. Stéphane Ragot (Orange) asked to clarify the music files. Mr. Stefan Doehla (Fraunhofer) explained that music files correspond to EVS music test vectors and some 3GPP audio codec test sequences which are available on the 3GPP server.
The SA4 Secretary stated that this WI was supposed to finish at this meeting, he noted that it will be prolonged. He also clarified that the formal CR will have to contain revision marks.
Conclusion:
S4-190924 was noted. 

The Rapporteurship of EVS_FCNBE was discussed. Mr. Stefan Doehla (Fraunhofer) clarified that he could be acting Rapporteur as he was not sure it was needed to take the Rapporteur role. The SA4 Secretary clarified that no change is needed if this is only for one meeting.
The EVS SWG Chairman invited Mr. Stefan Doehla (Fraunhofer) to bring an updated project plan.

Mr. Imre Varga presented S4-190911 On the Proposed EVS FLC Method, from Qualcomm Incorporated
Comments / questions: 
· Section 2:
Mr. Stefan Doehla (Fraunhofer) commented that the issue has been addressed by the tools and the previous discussion on how to have access to the zip file. The EVS SWG Chairman commented that the ambiguity was that the document talked about a zip file to be attached and  the dCR talked about svn, and the relationship between svn, 3GPP and zip was unclear. Mr. Stefan Doehla (Fraunhofer) recalled the history of the svn server back in 2015. The EVS SWG Chairman stated that one may have some private contacts, but this is not to be mixed with 3GPP publicly made calls. Mr. David Singer (Apple) stated that private is misleading, and the material is too big. Mr. Stefan Doehla (Fraunhofer) recalled that a conformance email reflector was announced in July 2015 on the 3GPP reflector for interested parties.
The EVS SWG Chairman stated that for transparency reasons, if it is claimed that something was provided to 3GPP members, one needs to provide it in 3GPP. He also commented on the zip file that has precedence over the description of the FLC method, and he wondered if this is still written. Mr. Stefan Doehla (Fraunhofer) clarified that tools in the zip implement what is detailed in the dCR, and in case of discrepancy the draft CR contains a statement of precedence for the zip file.
The EVS SWG Chairman requested to clarify that the zip file is in 3GPP public domain.
· Section 4
The EVS SWG Chairman asked how it works for Annexes C and D. Mr. Stefan Doehla (Fraunhofer) pointed to verification results, where changes are flagged. He stated that the error on Annexes was fixed.
The EVS SWG Chairman asked if the proposed music files were considered earlier in the TR phase. Mr. Stefan Doehla (Fraunhofer) clarified that they were used in the TR phase
The EVS SWG Chairman asked for code changes for Exp. E and D were considered. Mr. Stefan Doehla (Fraunhofer) noted that the description in the TR might not be totally complete, and he was not sure one has to fix the TR to add information. The EVS SWG Chairman stated that there is a description for exp E and D in the TR which is assumed to be correct, but in the meantime the method has changed, with different database and thresholds. Mr. Stefan Doehla (Fraunhofer) clarified that it has not changed. He stated that in the course of TR, there has been issues identified and addressed in subsequent versions of EVS, and the floating-point version has been highly improved, and thresholds changed for better. He pointed to the list of reference implementations which are proposed to be used to see what are good implementations. He commented that the table could be adapted, but ball park numbers will be the same. He noted that it was a useful exercise, and the sources were able to differentiate using the MOS-LQO test, and identify the same issues.
The EVS SWG Chairman asked if the final proposed method can catch Exp D and E. Mr. Stefan Doehla (Fraunhofer) clarified that this was the case, and it was already possible in the course of TR and with the procedure now. He referred to the verification document (FLC_Test1A and FLC_Test2). The EVS SWG Chairman stated that there were two problematic cases in the TR phase, and one should know how this was considered in the dCR. He asked if the final proposed algorithm behaves correctly in these 2 cases or not, and there is still time to figure out. Mr. Stefan Doehla (Fraunhofer) confirmed that this was the case and he stated that the filename associates to Exp D and E are confusing.
· Section 5:
Mr. Stefan Doehla (Fraunhofer) asked if Qualcomm checked the size of the suggested database and how much data would be processed. Mr. Imre Varga (Qualcomm) stated that he expected proponents to verify. Mr. Stefan Doehla (Fraunhofer) stated that this corresponds to 320 days of audio data just for clean speech, and for a typical installation running in double real time, it would take 160 days to get a pass or fail, which is a bit impractical. He stated that the 30 speech sentences are from ITU and represent various languages. He commented that Qualcomm’s proposal looks at a single language and large corpus, in the proponents’ experience the current database is well balanced and sufficient, instead of creating a huge database. He commented that the current database gives 62 hours of audio which still take more than a day to get results, which is the practical limit.  He invited to keep database, which can be easily accessible, and he noted that Fraunhofer is still working on scripts to get results.
Mr. Imre Varga (Qualcomm) stated that the 30 sentences may be kept, provided the group knows what happens in validation with a larger database. Mr. Stefan Doehla (Fraunhofer) asked why 30 sentences are not sufficient. Mr. Imre Varga (Qualcomm) stated that this is a very small database compared to the hours of speech that can be expected in calls. Mr. Stefan Doehla (Fraunhofer) invited to bring results if one wants a large database. 
Conclusion:
S4-190911 was noted. 


Mr. Stefan Doehla presented a draft version of S4-191065 EVS_FCNBE Time Plan v0.5, from Acting Rapporteur (Fraunhofer IIS)
Comments / questions: 
The EVS SWG Chairman invited to check the date for a telco. Mr. Stefan Doehla (Fraunhofer) listed several potential candidate dates: 25, 26th Sept. 7nd of October. The time was decided to be 5 to 7pm CEST, host: Fraunhofer, with a submission deadline 24 hours before.
The EVS SWG Chairman invited to make this document available when the date is decided.
Conclusion:
S4-191065 was agreed (as v0.5) .
This Tdoc will go to A.I. 15.10.

7 New Work / New Work Items and Study Items

No Tdoc in this A.I.

8 Any Other business

It was decided to set the date of a telco on IVAS (pass-through) on Sept. 27, 3-5pm CEST, Host: Dolby, Deadline: 26 Sept. 3 pm
It was clarified that the IVAS project plan does not need to be updated to include a telco.

9 [bookmark: _Toc233381534][bookmark: _Toc233381591]Close of the session: August 14, 19:11 (local time)
[bookmark: _Toc233381535][bookmark: _Toc233381592]The EVS SWG Chairman thanked delegates for their contributions and closed the meeting. 
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	7.5
	
	Noted
	

	S4-190966
	Status of the HOA Transport Format (HTF)
	QUALCOMM Europe Inc. - Italy
	7.5
	
	Noted
	

	S4-190969
	Evaluations related to MASA format
	Dolby Laboratories, Inc.
	7.5
	
	Noted
	

	S4-190980
	CR 26.443-0029 Correction of scope (Release 16) 
	Qualcomm Incorporated
	7.3
	
	Postponed
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