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1 Introduction
This document provides proposed updates to the architecture section in the TR. This uses the Figures in the PD and also the text and consolidates the terminology. In addition, some initial information from S4-190972 is added.
2 Proposed Updates
5
Architectures for Extended Reality
5.1
Introduction
tbd
5.2
XR Processing and Media Centric Architectures
5.2.1
Introduction

This clause focuses on rendering and media centric architectures. The architectures are simplified and illustrative, they only consider an XR server and an XR device to identify the functions in XR servers and XR devices that communicate and exchange information, possibly over a 5GS communication. These architectures focus on processes where the following main tasks are carried out:

Editor's Note: All below processes should be defined in clause 4.
· Display

· Tracking and Pose Generation

· Viewport Rendering
· Capture of real-world content

· Media encoding

· Media decoding

· Media content delivery

· 5GS communication
· Media Formats, metadata and other data delivered on communication links

· Spatial Location Processing

The section also discusses benefits and challenges of the different approaches in terms of required bitrates, latencies, reliability, etc. A main aspect to be addressed in the following are the processes that are involved in the motion-to-photon/sound latency and how the processed may impact the XR viewport rendering.

5.2.2
Viewport-Independent delivery
In the viewport independent delivery case, following the architecture in TS26.118, clause 4.3, the tracking information is only processed in the XR device. According to Figure 5.2.2-1, the tracking and sensor data is only processed in the XR device. This means that the entire scene is delivered an decoded. 
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Figure 5.2.2-1 Viewport Independent Delivery

As processing of updated pose information is only done locally, delivery latency requirements are independent of the motion-to-photon latency. 

5G relevant bitrates depend on the type of the XR media. Based on information from the workshop "Immersive Media meets 5G" in April 2019 as well as from publicly announced demos, that based on today’s equipment and the one available over the next 2-3 years, around 100 Mbps are sufficient bitrates to address high-quality 6DOF VR services. This is expected to allow 2k per eye streaming at 90 fps. The requirements may increase, for example higher resolution and frame rate, but with the advance of new compression tools, this is expected to be compensated.
The XR media delivery are typically built based on adaptive streaming such as DASH (see for example TS26.118 [X] and TS26.247 [X]), such that one can adjust quality to the available bitrate to a large extent.
In the context of this TR, relevant 3D media formats, efficient compression, adaptive delivery as well as the perceived quality of the XR media is of key relevance.
5.2.3
Viewport-dependent Streaming
In the viewport dependent delivery case, following the architecture in TS26.118, clause 4.3, the tracking information is predominantly processed in the XR device, but the current pose information is provided to the XR delivery engine in order to include the pose information in the adaptive media requests. According to Figure 5.2.2-2, the tracking and sensor data is processed in the XR device for XR rendering, and the media is adaptively delivered/requested based on the viewport. A reduced or a viewport optimized scene is delivered. 
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Figure 5.2.2-2 Viewport-dependent Streaming

Compared to the viewport independent delivery in clause 5.2.2, for viewport dependent streaming, updated tracking and sensor information impacts the network interactivity. Typically, due to updated pose information, HTTP/TCP level information and responses are exchanged every 100-200ms in viewport-dependent streaming.

From analysis in TR26.918 [X] and other experience as for example documented the workshop "Immersive Media meets 5G" in April 2019", such approaches can reduce the required bitrate compared to viewport independent streaming by a factor of 2 to 4 at the same rendered quality.
It is important to note that viewport-dependent streaming technologies are typically also built based on adaptive streaming allowing to adjust quality to the available bitrate. The knowledge of tracking information in the XR Delivery receiver just adds another adaptation parameter. However, generally such systems may be flexible designed taking into account a combination/tradeoff of bitrates, latencies, complexity and quality.
In the context of this TR, relevant formats, efficient compression, organization of XR media for adaptive delivery and decoding as well as the perceived quality of the XR media is of key relevance.
5.2.3
Viewport Rendering in Network
<also add the information from Huawei contribution as agreed in S4-190988>
In a architecture as shown in 5.2.3-1 below, the viewport is entirely rendered in the XR server. The XR server generates the XR Media on the fly based on incoming Tracking and Sensor information, for example a game engine. The generated XR media is provided for the viewport in a 2D format (flattened), encoded and delivered over the 5G network. The tracking and sensor information is delivered in the reverse direction. In the XR device, the media decoders decode the media and the viewport is directly rendered without using the viewport information.
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Figure 5.2.3-1 Viewport rendering in Network
The following call flow highlights the key steps:
1. An XR device connects to the network and XR Media Generation application
a. Sends static XR device information (supported decoders, viewport)
2. Based on this information, XR server sets up encoder and formats
a. Loop
b. XR device collects pose (or a predicted pose) 
c. XR Pose is sent to XR Server
d. The XR Server uses the pose to generate/compose the viewport
e. XR Viewport is encoded with regular media encoders

f. The compressed video is sent to XR Device
g. The XR device decompresses video and directly renders viewport
Such an architecture enables simple clients, but has significantly challenges on compression and transport to fulfill the latency requirements. In addition, the formats exported from Game engines needs to be supported by the respective media encoders.

<also add the information from Huawei contribution>
5.2.4
Split Rendering: Viewport rendering with Time Warp in device

In Figure 5.2.4-1, the viewport is pre-dominantly rendered in the XR server, but the device is able to do time-warping to address local correction. 

· VR graphics workload split into rendering workload on powerful XR server and TW on device

· Low motion-to-photon latency preserved via on device Asynchronuous Time Warping (ATW)
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Figure 5.2.4-1 Split Rendering with Asynchronuous Time Warping (ATW) Correction

The following call flow highlights the key steps:
1. An XR Device connects to the network and joins XR application
a. Sends static device information (supported decoders, viewport)
2. Based on this information, network server sets up encoder and formats
a. Loop
b. XR Device collects pose (or a predicted pose) 
c. Pose is sent to XR Server
d. The XR Server uses the pose to pre-render the XR viewport
e. XR Viewport is encoded with 2D media encoders

f. The compressed media is sent to XR device
g. The XR device decompresses video 
h. An improved prediction is used for asynchronouos time warping. 
Such an architecture reduces the requirements on the latency compared to the architecture above.

Editor's Note: Add more details on formats
[It is known from experiments (see permanent document and workshop summary) that with H.264/AVC the bitrates are in the order of 50 Mbps per eye buffer. It is expect that this can be reduced to lower bitrates with improved compression tools but higher quality requirements may absorb the gains. It is also known that this is both content and user movements dependent, but it is expect from experiments that 100 Mbps is a valid target bitrate.]
5.2.5
Generalized XR Split Rendering 

In Figure 6, an architecture is shown for which the edge server converts the 3D scene into a simpler format to be processed by the device (e.g. it may provide additional metadata that is delivered with the pre-rendered version). The device recovers the baked media and does the final rendering based on local correction on the actual pose. 

· VR graphics workload split into rendering workload on powerful XR server and simpler rendering on the device

· This approach enables to relax the latency requirements to maintain a full immersive experience as time-critical adjustment to the correct pose is done in the device.
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Figure 4 VR Split Rendering with XR Viewport Rendering in Device
Such an approach needs careful considerations on the formats of projected media and their compression with media decoders. Also important is distribution of latencies to different components of the system. More details and breakdown of the architectures is necessary. The interfaces in the device however are aligned with the general structure defined above.
Editor's Note: Add more details on formats
5.2.6
XR Distributed Computing
<add the contribution from S4-190991 from LG >
5.2.7
XR Conversational

tbd[image: image11.png]
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