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1. Introduction 
[bookmark: _Toc528271049]In TR 26.929, the 3GPP SA4 group has studied the importance of VR QoE metrics and their impact on the overall experience in VR services. In S4-190323, the immersive media metrics adopted in MPEG-I Part 6 were introduced and added to the TR 26.929 at SA4#103. Later at SA4#104, in S4-190781, a new VR Metrics clause was agreed to be added to the TS 26.118. However, no specific VR QoE metrics are defined yet. In this document we propose to align VR QoE metrics in TS 26.118 to the metrics defined in MPEG-I Part 6 (ISO/IEC 23090-6) in order to facilitate interoperability. 

This document is structured as follows. Section 2 discusses various aspects of VR metrics defined in ISO/IEC 23090-6, while Section 3 presents the proposed changes to TS 26.118 with the definition of VR metrics based on ISO/IEC 23090-6.

2. Discussion
In TR 26.929, it was concluded that metrics defined in future normative work should ideally be coordinated with other standardizations to achieve wide support. The adoption of VR metrics from ISO/IEC 23090-6 achieves that goal and is inline with the similarities between the defined observation points in the two specifications. As shown in Figure 1 the observation points defined in ISO/IEC 23090-6 align with observation points from TS 26.118.
[image: ]
Figure 1: Comparison of observation points defined in MPEG and 3GPP

In Section 3 we present the proposed changes to TS 26.118 in order to adopt the metrics from ISO/IEC 23090-6. The following VR metrics as defined in ISO/IEC 23090-6 are proposed:
· Display information set metric
· Rendered FOV set metric
· Rendered viewports metric
· Comparable quality viewport switching latency metric

Further details on each metric are provided in the remainder of this section.

Display information set metric
Display information set metric allows to gather a display characteristics of VR-capable devices used in a service. Display resolution, its pixel density and refresh rate are considered to be the most important ones. With this metric, a service provider can get information about the display properties of their customers and quickly adapt its content (or improve other parts of its servcice) accordingly.
On a native implementation of a VR client application, it might be easy to get information about the display properties (e.g., through APIs such as DisplayMetrics[1] on Android, and UIScreen[2] on iOS). However, in a browser-based application, this might be more difficult. For example, a pixel (or reference pixel as defined in W3C specification) is defined as the visual angle of one pixel on a deivce with a pixel density of 96 dpi and a distance of an arm’s length from the reader. Hence calculating the actual pixel density would be inconsistent. 

Rendered FOV set metric
2D displays and programmable HMD devices have adjustable FOVs. The rendered FoV set metric includes the horizontal and vertical element of the rendered FOV in unit of degree. A record of rendered FOV may provide information about device capabilities and the user’s most comfortable FOV during the VR playback. This information could be useful to optimise QoE for a service using the Advanced Video Media profile. In a JavaScript implementation using three.js library, the FOV can be set by changing the parameters of the perspective camera.  

Rendered viewports metric
The rendered viewports metric reports a list of viewports that have been rendered. The time instance when a viewport is rendered and the duration of the rendered viewport playback are also included in the metric. For example, services using the Advanced Video Media profile may get the paramerters for this metric which are available in the extractor track descriptor in an MPD file. The report might also include the time instance when the content corresponding to the selected extractor track was played and the duration of the playback. An analysis which aggregates rendered viewport metrics from multiple users can be used to identify the popular region(s) within the VR content. This information might be helpful in assisting the content distributor to optimise caching in the CDNs.

Comparable quality viewport switching latency metric
The comparable quality viewport switching latency metric reports the latency experienced by the user when switching from one viewport to another viewport until the presentation quality of the new viewport reaches a similar presentation quality as the first viewport. This metric includes the time instance when a viewport switching event is identified and assigns the time value to the ‘t’ field defined in the metric. The latency is measured until the quality of the second viewport is comparable to that of the first viewport just before the time indicated by the parameter ‘t’. This metric can be used to assess the overall QoE for an immersive media streaming service. The comparable quality viewport switching latency can be affected by various factors such as bandwidth, segment duration, decoder buffer size, buffer fullness, the segment scheduling algorithm, and etc. For example, in a service using the Advanced Video Media profile, the user can change the head position from one viewport position to another viewport position. A content request for the new viewport position is made. The system might experience some delay in achieving a similar quality for the second viewport compared to that of the first viewport due to network delay, buffer fullness, etc.   

The four ISO/IEC 23090-6 VR metrics listed above have been implemented in the JavaScript player[3]. The project includes an HTML5 player capable of playing content compliant to 3GPP TS 26.118 Advanced Media Profile. The player will allow gathering VR metrics as defined in in ISO/IEC 23090-6, which are useful for quality-related feedback and analysis. The intention of this new release is to show that the VR metrics which are defined in ISO/IEC 23090-6 are implementable and also valuable. At the moment of writing of this document the implementation is contained in a separate branch called ‘metrics’. After testing it will be included in the next software release. 

Figure 2 shows a screenshot of the JavaScript player along with information on some of the VR metrics (note that by the time this document is presented, the implementation will look differently).

[image: ]
Figure 2. Screenshot of the Javascript player with VR metrics


3. Proposed changes to TS 26.118
[bookmark: _Toc512431401][bookmark: _Toc528271051]========================== Start of changes ================================
9.3.1	General
As the VR metrics functionality is based on the DASH QoE metrics, metrics already defined in TS 26.247 are valid also for a VR client. Therefore, the following sub-clauses only define additional VR-related metrics.
A new data type, ViewportDataType, is defined as shown in Table 1. ViewportDataType is an Object with six Integer keys that identify a viewport. The six keys are: viewpoint_id, centre_azimuth, centre_elevation, centre_tilt, azimuth_range, and elevation_range, respectively.

[bookmark: _Ref512421819][bookmark: _Ref512421808]Table 1 ViewportDataType
	Key
	Type
	Description

	ViewportDataType
	Object
	

	
	viewpoint_id
	Integer
	Specifies the identifier of the viewpoint to which the viewport belongs.

	
	centre_azimuth
	Integer
	Specifies the azimuth of the centre of the viewport in units of 2−16 degrees. The value shall be in the range of −180 * 216 to 180 * 216 − 1, inclusive.

	
	centre_elevation
	Integer
	Specifies the elevation of the centre of the viewport in units of 2−16 degrees. The value shall be in the range of −90 * 216 to 90 * 216, inclusive.

	
	centre_tilt
	Integer
	Specifies the tilt angle of the viewport in units of 2−16 degrees. The value shall be in the range of −180 * 216 to 180 * 216 − 1, inclusive.

	
	azimuth_range
	Integer
	Specifies the azimuth range of the viewport through the centre point of the viewport, in units of 2−16 degrees.

	
	elevation_range
	Integer
	Specifies the elevation range of the viewport through the centre point of the viewport, in units of 2−16 degrees.



[bookmark: _Toc528271052]9.3.2 Display information set metric
The display information set metric reports the characteristics of the display used by the client for rendering the VR content, including display resolution, pixel density, and refresh rate. The display information set metric is specified in Table 2. 

[bookmark: _Ref485155561]Table 2 Display information set metric
	Key
	Type
	Description

	DisplayInfoSet
	Set
	Set of display information

	
	Entry
	Object
	

	
	
	start
	Real-Time
	Timestamp when the display information was logged.

	
	
	mstart
	Media-Time
	The presentation time at which the display information was logged.

	
	
	displayResolution
	String
	Display resolution, in units of pixels

	
	
	displayPixelDensity
	Integer
	Display pixel density, in units of PPI

	
	
	displayRefreshRate
	Integer
	Display refresh rate, in units of Hz



This metric is a generic metric that also applies to other visual media applications than VR applications.

[ Editor's note: This metric partly overlaps with the existing device info metric in 26.247. ]
9.3.3 Rendered FOV set metric
[bookmark: _Ref484288209]The rendered FOV set metric reports a set of FOVs rendered by VR client devices and is specified in Table 3. 

Table 3 Rendered FOV set metric
	Key
	Type
	Description

	RenderedFovSet
	Set
	Set of rendered FOVs

	
	Entry
	Object
	

	
	
	start
	Real-Time
	Timestamp when the FOV information was logged.

	
	
	mstart
	Media-Time
	The presentation time at which the FOV information was logged.

	
	
	renderedFovH
	Integer
	The horizontal element of the rendered FOV, in units of degrees 

	
	
	renderedFovV
	Integer
	The vertical element of the rendered FOV, in units of degrees


[bookmark: _Toc505378990][bookmark: _Toc505378991]
[ Editor's note: This metric partly overlaps with the existing device info metric in 26.247. ]
9.3.4 [bookmark: _Toc528271053] Rendered viewports metric
[bookmark: _Ref512428984][Editor's note: This text needs to be clarified/improved.

The rendered viewports metric reports a list of viewports that have been rendered longest time at particular intervals of media presentation times and is specified in Table 4.

 Table 4 Rendered viewports metric
	Key
	Type
	Description

	RenderedViewports
	List
	List of rendered viewports

	
	Entry
	Object
	

	
	
	startTime
	Media-Time
	Specifies the media presentation time of the first played out media sample when the viewport indicated in the current entry is rendered starting from this media sample.

	
	
	duration
	Integer
	The time duration, in units of milliseconds, of the continuously presented media samples when the viewport indicated in the current entry is rendered starting from the media sample indicated by startTime.
"Continuously presented" means that the media clock continued to advance at the playout speed throughout the interval.

	
	
	viewport
	ViewportDataType
	Indicates the region of the omnidirectional media corresponding to the viewport that is rendered longest time starting from the media sample indicated by startTime.


]
9.3.5 [bookmark: _Toc528271054] Comparable quality viewport switching latency
[bookmark: _Ref512429877]The comparable quality viewport switching latency metric reports the latency and the intermittent quality degradation experienced by the user when switching from a first viewport to a second viewport. A switch event starts when the viewport moves into an area where the current content has a too-low quality (e.g. background low-quality content suddenly becomes visible), and the client initiates retrieval of higher-quality content (i.e viewport movements which only occurs within the current high-quality area do not trigger a switch event). The switch event ends whenuntil the presentation quality of the second viewport reaches a comparable presentation quality as the first viewport. 

The comparable quality viewport switching latency metric is specified in Table 5.

Table 5 Comparable quality viewport switching latency metric
	Key
	Type
	Description

	CQViewportSwitchingLatency
	List
	List of comparable quality viewport switching latencies

	
	Entry
	Object
	

	
	
	firstViewport
	ViewportDataType
	Specifies the spherical region corresponding to the first viewport (i.e., before the switching).

	
	
	secondViewport
	ViewportDataType
	Specifies the spherical region corresponding to the second viewport (i.e., after the switching).

	
	
	firstViewportQuality
	FloatInteger
	Specifies the weighted average quality value of the first viewport. The average is calculated according to (add text or ref MPEG).

	
	
	secondViewportQuality
	FloatInteger
	Specifies the weighted average quality value of the second viewport.

	
	
	worstViewportQuality
	Float
	Specifies the worst weighted average quality value experienced by the viewport during the switch duration.

	
	
	time
	Real-Time
	Specifies the measurement time of the viewport switching latency in wall-clock time.

	
	
	mtime
	Media-Time
	The presentation time at which the information was logged.

	
	
	latency
	Integer
	Specifies the delay in milliseconds between the time a user movement from first viewport to second viewport and the time when the presentation quality of the second viewport reaches a comparable presentation quality as the first viewport.

	
	
	reason
	List
	Specifies a list of possible causes for the latency.

	
	
	
	Entry
	Object
	

	
	
	
	
	code
	Enum
	A possible cause for the latency. The value is equal to one of the following:
· 0: Segment duration
· 1: Buffer fullness
· 2: Availability of comparable quality segment


========================== End of changes ================================
4. References
[1] Android API reference (DisplayMetrics class), https://developer.android.com/reference/android/util/DisplayMetrics.html
[2] UIKit Framework (UIScreen class), https://developer.apple.com/documentation/uikit/uiscreen
[3] HTML5 MSE Playback of MPEG 360 VR Tiled Streaming, https://github.com/fraunhoferhhi/omaf.js
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