Page 4
Draft prETS 300 ???: Month YYYY

3GPP TSG SA WG4 #105 meeting
S4-190993
12 – 16 August 2019, Ljubljana, Slovenia 


Source: 
Nokia Corporation

Title: 
XR Streaming use case update
Document for
Agreement

Agenda item: 
10.6
1 Introduction
The document presents an update to the XR Multimedia Streaming core use case in XR5G Technical Report [1] to include use case 21. During the SA4#104 meeting, this use case has been agreed to be moved to the Technical Report [1]. As a consequence, we provide here the necessary updates to be implemented in the TR. 

The updated row from Table 6.1-1 [1] should be updated as follows: 
	XR Multimedia Streaming
	6.4
	Use Case 3: Streaming of Immersive 6DoF
Use Case 4: Emotional Streaming
Use Case 20: AR Streaming with Localization Registry
Use Case 21: Immersive 6DoF Streaming with Social Interaction


2 Update to the XR Multimedia Streaming use case in the TR
6.1 XR Multimedia Streaming

6.1.1 Description

This category covers live and on-demand streaming of XR multimedia streams, which include 2D or Volumetric video (i.e., Constrained 6DoF) streams that are rendered in XR with binaural audio as well as 3DOF and 3DOF+ immersive A/V streams. It is illustrated in Figure 6.4-1, where UE is a device capable of receiving and rendering the type of stream in use. It is also capable of controlling the playback of these streams using input from handheld controllers, hand gestures, biometric readings, body and head movements etc., which is communicated to the content server. Control signals include pause, rewind, viewpoint selection or, in case of emotional streaming, adaptive content selection. 

In another system instance, the content server can provide Inter-destination Multimedia Synchronization (n) for a group experience. A Spatial Computing Server is used by XR capable devices to register, compute, update and recall the spatial configuration of their surroundings. The service is meant for indoor spaces like a shared room or building. Appropriate surfaces may be selected for display of XR streams and saved in the Spatial Computing Server. The configuration can be shared amongst authorized users to enhance group experience when multiple users are physically sharing the same space.

A social aspect may be added to XR multimedia streaming by receiving live social media feeds, in addition to the XR media stream, that can be rendered as an overlay. Furthermore, the users may be able to see the avatars of other remote located users consuming the same media (additionally from the same viewpoint in case of multiple viewpoints) and have audio conversations with them by establishing one or more communication channels. The social aspects are added by the cloud in the Figure 6.4-1. 
The XR Media storage in the cloud is for fetching XR objects, e.g., avatars. The location is shared with the cloud to establish colocation within the XR. For instance, users viewing from the same viewpoint may be considered collocated when consuming synchronized media. 
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Figure 6.4-1 XR Multimedia Streaming

6.1.2 Potential Normative Work

[For this use case, the potential normative work may cover:

· Coded representation of Audio/Video Formats as well as geometry data for XR (volumetric, 3DoF+)
· Scene composition and description
· Storage and Cloud Access Formats
· Transport protocols to support any media beyond 2D streaming
· Decoding, rendering and sensor APIs
· Biometrics and Emotion Metadata definition and transport

· Seamless splicing and smooth transitions across storylines

· Format for storing and sharing indoor spatial information.

· Inter-destination multimedia synchronization for group/social experience.
· Social VR Components – Merging of avatar and conversational streams to original media (e.g., overlays, etc.) 
]

3 Proposal

The proposal is to update the text of section 6.4 of the XR5G Technical Report [1] and the Figure 6.4-1 with the text in the above sections. 
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