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1	Introduction
[bookmark: _GoBack]At SA4#97 a new input format for the IVAS codec [9] was proposed to support immersive audio capture with mobile devices [1]. That contribution described challenges and quality implications of transforming the audio captured by a practical multi-microphone mobile device into a format enabling consumption and encoding. In addition binaural listening test results were presented. In a follow-up contribution [2] at SA4#98 addition loudspeaker listening test results were presented.

The source would like to review the contributions on MASA quality evaluation, highlight missing information and requests to agree on the conclusions.

2	Discussion
In [1] it is stated that “A dedicated microphone capture processing based on an understanding of the device properties and the microphone configuration is therefore required to transform the recorded spatial audio into the desired audio format used for listening, storing or transmitting.” Next in [1] binaural listening test results are presented comparing spatial audio captured by a multi-microphone mobile device system and transformed into two alternative input formats: first-order ambisonics (FOA) and metadata-assisted spatial audio (MASA). Various audio recordings had been conducted utilizing three-microphone and four-microphone capture configurations. The microphone-capture processing algorithms are said to be representative of multi-microphone mobile devices currently on the market. However, no algorithmic details of either the generation of the FOA signals or the generation of the MASA data are described.

In [2] additional listening test results are presented comparing MASA and FOA representations from mobile device immersive audio captures using a loudspeaker presentation. The MASA representation in this test, as in the previous test, consisted of two audio waveform signals and one spatial information stream. Also in this contribution no algorithmic details of either the generation of the FOA signals or the generation of the MASA data are described.

In [3] an example implementation for MASA generation and synthesis is presented. It is described that the input audio generation and processing are based on tools that are well-known in the immersive audio research community and commercially available for all interested parties. The example implementation is in the form of a set of Matlab scripts. However, there are some limitations with respect to the proposed MASA format. Also described in [3] is an example capture based on the Eigenmike microphone array [4]. The IVAS MASA Example Software package was available for download by invitation.

Although the example implementation described in [3] allows for practical experimentation with the MASA format so far no verification of the listening tests presented in [1] and [2] has been reported.

In Orange’s contribution [5] at SA4#100 it is asked whether there are shared tools to convert regular input formats (channel, object, scene-based audio) to MASA and whether there are reference acoustic captures for typical mobile phones to be able to generate (simulate) realistic captures on mobile phones. At that moment only the example implementation described in [3] was available.

Nokia’s contribution [6] at SA4#102 was quite helpful in providing algorithmic details about the analysis and synthesis of the MASA spatial metadata. It was also explained that the example implementation starts with microphone signals from an Eigenmike recording and not from an actual mobile device recoding.

The experiments presented in [7] at SA4#103 to select the MASA TF resolution was based on a modified version of the IVAS MASA Example Software package. This modified version would be made available to existing users of the example software package.

In [8] a software toolbox was announced at SA4#104 consisting of two parts: IVAS MASA Analyzer and IVAS MASA Renderer. The tools are being developed in C and were targeted to be provided at SA4#105, this meeting. However, it was noted that the first version of this toolbox is not expected to include a binaural renderer.

3	Conclusion and request
Considering the information provided so far the source is of the opinion that the proposal to mandate the MASA format in the IVAS Design Constraints [10] as a mandatory input format lacks sufficient verification test results.

Therefore, the source requests the MASA proponent to provide reference MASA analysis, synthesis and rendering software, including a binaural renderer, and would like to see cross checks of the results presented in [1] and [2].
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