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Introduction
The ATIAS WID [1] identifies motion to sound aspects as one area to be addressed by the work. The design of objective test methods that ATIAS should deliver should be based on subjective tests whenever possible. 
[bookmark: _GoBack][bookmark: _Hlk15937414]This contribution aims at addressing this topic by proposing in a first step subjective evaluations of immersive sound quality in case of binaural rendering with head-tracking, which is a frequent use case in VR applications. The purpose is to arrive at a stable and reliable quality evaluation methodology for immersive audio systems with head-tracking. 
Problem statement
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Figure 1: Schematic of binaural rendering system of immersive audio with head-tracking  
Figure 1 displays a schematic with diegetic immersive audio that is rendered by a binaural renderer in response to motion sensing data of a headphone (or, more correctly, the listener head). A movement (rotation in case of 3DOF, rotation and translator movement in case of 6DOF) will trigger the binaural renderer to modify the binaural diegetic signal accordingly, to give the listener the impression that the audio scene is spatially fixed. For completeness, a non-diegetic audio component is also displayed, where rendering will not be modified in response to head movements.
The QoE of the diegetic immersive audio may depend on the capabilities of the binaural renderer. The following quality affecting factors may result from head movements:
· Overall-quality degradations
· Gain/timbral changes
· Artifacts
· Spatial impairments      
· Motion-to-sound latency
It can be noted that motion-to-sound latency can be evaluated using objective assessments [2] or by theoretical analyses of the involved technologies. Consequently, this topic is not further addressed by the present document. 
Existing testing methodology of TS 26.259 
In earlier work, 3GPP addressed evaluations related to the quality affecting factors using an online testing methodology [3]. In the related tests, the scheme shown in Figure 1 was a real-time implementation of a binaural rendering system with head-tracking. The test subjects made their quality assessments with their actual individual head-movements in effect. Despite this high level of realism, the following comments can be made on that test methodology:
· Insufficient repeatability
Since each subject chooses their own head movements individually, a repeated test even with the same subjects would lead to different assessed audio. Thus, in a strict sense, tests following this methodology are not repeatable.    
· Low degree of control of confounding variables of the test
As the assessed sounds depend on the individual movements of the test subjects, which are not controlled, quality impairing effects of the movements that may be confounding factors are difficult to interpret. For instance, there may be listeners not moving their heads at all during listening. Even after being instructed to move the heads, listeners may show the tendency to snap back to the initial behavior and not move the head after a few samples. Also, the way a subject moves the head is completely uncontrolled. The effects of such individual listener behaviors are unclear.
· Inconclusiveness of results
The above bullets may lead to limited conclusiveness of tests carried out with the methodology.
· High test complexity
Real-time tests comprise a very significant effort both in terms of preparations and execution. Besides mere cost, this bears a significant risk that potential mistakes during these testing stages make the results unusable. The real-time requirements and test complexity may also result in certain systems not being evaluated properly or unsuitable to being evaluated.   
· Limited test scalability
The methodology is likely not scalable to an evaluation of larger numbers of systems than two.
Proposal
With the background of the outlined issues of the online test methodology applied during the 3GPP VRStream audio profile standardization exercise, it is proposed to study the suitability of an offline test methodology. Rather than using real-time head-tracking data of the test subjects, it should be investigated to rely on pre-recorded or synthetic head movement tracks. This might allow overcoming the aforementioned limitations of the online testing methodology. 
To that end, the following experiment is proposed:
Reference system:
Binaural renderer with ability to adjust binaural audio output in response to 3DOF head-tracking data. This system could for instance be the CIBR as documented in [4] or any comparable other binaural rendering system of immersive audio with head-tracking. The reference system is configured to allow offline processing with pre-recorded immersive audio test items and pre-recorded/synthetic head movement tracks as input and the resulting binaural audio output signals to be stored as reference test items.
Test systems:
The following simulated test systems are considered. 
· System with timbral impairment upon head movement
· System with spatial impairment upon head movement
· System with artefact upon head movement
· System with timbral and spatial impairment upon head movement
· System with timbral impairment and artefact upon head movement
· System with spatial impairment and artefact upon head movement
· System with timbral impairment and spatial impairment and artefact upon head movement
It is suggested to generate the impairments as follows. First, the absolute value of the head position change rate (= head movement speed) is calculated for each time instance of the head-movement track. This gives a high value for fast changes and zero for no head position change. The values of momentaneous absolute head movement speed may undergo some subsequent processing like low-pass filtering and scaling. In a second step the following processing is done depending on the kind of impairment:
· Test items with timbral impairments are generated by applying a time-varying spectral tilting filter to the reference test items, where the degree of tilt to be applied depends on the value of momentaneous absolute head movement speed.
· Test items with spatial impairments are generated by superimposing the reference test item with an FOA version or 0th order Ambisonic version (only omnidirectional component W) of the reference test item. The value of momentaneous absolute head movement speed determines weighting factors in the superposition such that the reference test item is (momentarily) maintained if the head does not move while the reference test item is spatially blurred upon head movements.
· Test items with artefacts are generated by superimposing the reference test item with a pink noise signal with clicks. Like in the previous bullet, the value of momentaneous absolute head movement speed determines the degree with which the impairment signal is mixed to the reference test item.
· Test items with combinations of impairment factors are generated by applying all respective impairments successively.

Test methodology
Given the reference and test systems, there is the possibility to carry out the experiment according to a test methodology applying absolute or degradation category ratings. The source suggests doing a first realization of the experiment according to Extended MUSHRA methodology (BS.1534-3) [5][6] suitable to assess multiple degradation categories, "overall quality", "timbre", "space", and "artefacts". While the Extended MUSHRA methodology is proposed for a first realization, other methodologies like P.800 DCR or ACR could generally also be considered at a subsequent stage. 
Conclusion
A quality assessment methodology for immersive audio systems with head-tracking has been outlined. It is suggested to carry out experiments to assess the suitability of the methodology. Details of the experimental realization need still to be worked out. 
The source invites parties to support the work with own experimental evaluations according to the proposed methodology.
The experimental results shall in a later stage be analyzed in order to assess the suitability of the test methodology and to understand its limitations. 
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