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1. Introduction

We consider central (or edge based) processing as very important to support mobile end devices with limited power and processing capabilities. This is we should consider that many advanced use cases in ITT4RT might currently not be supported on modern mobile UEs without support of a centralized processing unit.

Furthermore, in our discussions of the last meeting (SA4 #104 Cork) we already identified a couple of requirements within the current scope of ITT4RT where central processing can be beneficial:

· Stitching of different cameras into 360-degree image

· Creating a viewport for FoVed rendering

· Facilitating other streams like presentations (etc.)

2. Discussion

2.1 Stitching

Stitching of different cameras into an omnidirectional video is already addressed in the permanent document [1].
2.2 FoVed streaming

Network-based processing can help to create individual streams for remote participants based on their current view port. However, one problem of FoV-based based solutions currently is that simply streaming the exact view port of the user might be to limit for a satisfying user experience. Thus, it should be possible to extend the FoV-based stream with a “guard band” or bounding box (transmit a slightly larger stream) in order to better cope with movements of the user. 

This approach could still follow the same procedure as proposed in Figure 8.2, but with sending a larger video then the FoV, based on other factors like (UE characteristics, movement patters, bandwidth availability, etc.)

2.3 Video Overlay

Additionally, to the normal stitching case (2.1) a central network-based processing can help to facilitate other streams as well, by overlaying other content into the omnidirectional video stream. From the content in scope of ITT4RT this could be the video of other remote users or the shared presentation. E.g. we can replace the part of the omnidirectional room displaying the presentation with a more details high resolution version of that stream (directly from the UE sharing the presentation). Further, if we like to represent remote users in the omnidirectional video stream, we need to position and correctly size them.

Similar to the FoVed streaming (Figure 8.2) procedure could be similar with the addition of an 2nd RTP steam coming from either the conference room or an UE within the conference room suppling a video feed of the presentation, this video can then be overlaid in the omnidirectional (at the position where the presentation is displayed in the room) in order to improve the visibility to the remote participant. 
2.4 Requirements

The current requirements mention the following [1]:

· “Given possible end device limitations as well as potential constraints on the conference room equipment, network-based processing should be considered for media workloads involving both conference room and remote participants, e.g., stitching of captured streams from the conference room, media composition, transcoding and prerendering for the remote participant, etc.”

It is not clear if this covers all cases. An alternative formulation could be:

· Given possible end device limitations as well as potential constraints on the conference room equipment, network-based processing should be considered in order to support different use cases of central or edge based processing, currently we forsee the following cases to be supported:
a. stitching of individual streams of one room into an omnidirectional video
b. overlaying or replacing parts of the omnidirectional video with other streams (user representations or presentation content)
c. creating viewport-dependent streams for individual UEs including an larger area of the original view port for safe playback in in the UE
3. Proposed Extensions

We propose to discuss the requirements mentioned in 2 and revise the requirements in the permanent document of ITT4RT according to 2.4. Furthermore, we propose to add the outcome of the discussion (2.2 & 2.3) to the working assumption part of the permanent document.
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