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1
Introduction
This document provides analysis on data rates and latency requirement for a VR video watching use case defined in SA1 NCIS SI.
2
Considerations on the LS from SA1
For the LS from SA1 (S1-191596), use cases of device-to-device studied in SA1 are referring to the use cases:

· Use Case 1: One people could communicate with other people from other places with some special devices, e.g. Virtual Presence glasses;
· Use Case 2: One people could communicate with his classmates and teachers via virtual presence glasses when he could not attend the classes because of e.g. surgery.
· Use Case 3: One person could use his lightweight VR headset (where the VR headset is physically lighter and less computationally capable than a full VR headset) to watch the VR videos locally stored in his smartphone, or the VR videos transmitted from cloud.
2.1 Architecture to address the use case 3
There are typically two types of VR headset to enable use case 3, resulting in different rendering architectures. 

· All-in-one VR headset. In this case, rendering is performed fully or partially in the VR headset, corresponding to device rendering and split rendering described in [1] respectively. 

· Mobile phone-based VR headset. In this case, the VR headset is associated to a mobile phone and rendering is performed fully or partially in the mobile phone instead of the VR headset. The VR headset is simplified to mainly responsible for displaying rendered VR videos. The rendering architecture to enable this type of VR headset is illustrated as Figure 1. Note that the architecture can be applied to VR video watching as well as other VR applications such as VR gaming. Rendering is split into first rendering in cloud and second rendering in mobile phone. Motion-to-photon (MTP) latency requirement need to be met between the HMD and the mobile phone. Therefore, a light compression and decompression are performed in the mobile phone and the HMD respectively to reduce processing delay as well as to reduce payload transmitted from the mobile phone to the HMD.
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Figure 1 Rendering in mobile phone instead of in HMD
With less computing complexity, the VR headset in the second case can be lightweight and less heated. It improves user experience of watching VR videos for a long time while reducing the cost of VR headset, which makes this type of VR headset become the latest trends. 

In the latest shows, the VR headset is tethered with the mobile phone by a thick wire, so players have to take the mobile phone in hands or pockets, otherwise movement is limited. User experience can be improved if advanced wireless techniques enable untethering. Since the mobile phone and the HMD are usually in proximity, such wireless technique can be D2D communication. The data rates and latency requirements for the connectivity are analyzed in the next section.
2.2 Analysis on the data rates and latency of the connection between the VR headset and mobile phone
We consider requirements for two levels of VR service targeting the next 2-3 years. HMD pose data packet size is about 256 Bytes whereas the lightly compressed rendered media stream payload size is very large. To meet a typical 20 ms MTP latency requirement, at least 10 ms round-trip latency should be supported taking out rendering and encoding/decoding processing delay. Considering great difference of payload size from two transmission directions, 8 ms end-to-end latency for one frame data packet from mobile phone to HMD and 2 ms end-to-end latency for pose data packet from HMD to mobile phone should be supported. Therefore, the data rates requirement of the connection from the HMD to the mobile phone is about 1Mbps. The data rates requirement of the connection from mobile phone to the HMD is provided in the following table. For the light compression, the well-known JPEG XS standard with 6:1 compression ratio [2] is used to estimate the data rates of the connection from the mobile phone to the HMD. H.264/MPEG-4 AVC [3] and H.265 / HEVC [4] are other potential techniques for the light compression. Bandwidth margin 1.2 is assumed considering variation of compression ratio for each frame.
Table 1 Requirements for media stream transmitted from mobile phone to VR headset
	Level of VR Glass
	Entry VR Glass
	Advanced VR Glass

	Monocular Resolution
	2560*2560
	3840*3840

	Frame rate
	90
	90

	Color Depth
	8
	10

	Compression ratio
	6:1 [2]
	6:1 [2]

	Typical bandwidth requirement
	5.7Gbps (2*2560*2560*90*3*8/6*1.2)
	16Gbps (2*3840*3840*90*3*10/6*1.2)

	Typical end-to-end latency requirement for one frame
	8
	8


According to Table 1, the data rates requirement of the connection from the mobile phone to the HMD are between 5.7Gbps and 16Gbps. Though it is challenge to 5G system, it is possible if the connection is via millimeter wave. 
3
Proposal

It is proposed to send an LS to SA1 that gives a guidance of the data rate and latency requirement as discussed above for the VR video watching use case defined in SA1 NCIS SI. The data rate of transmission from mobile phone to HMD is above 5.7Gbps, and the end-to-end latency is 8 ms. The data rate of transmission from HMD to mobile phone is about 1Mbps, and the end-to-end latency is 2 ms. 
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