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Introduction
There is an ongoing discussion about IVAS codec design constraints related to certain features that the IVAS encoder shall support. These are, for instance, suggested requirements 
· to support binaural input audio,
· to support diegetic and non-diegetic content [1],
· to support 6DOF [2],
· on the possibility to retain specific objects after decoding [3], 
· on the proper handling of movements of the capture device upon playback at the receiving device [4],
· to support certain control metadata associated with the inter-relations of various input audio streams (e.g. objects relative to each other or to some scene-based representation of the ambience) [5].
In the opinion of the source, these requirements should not be formulated as IVAS encoder requirements but rather as requirements on proper audio reconstruction in response to certain metadata associated with the input audio or with the session. This translates to requirements (design constraints and performance requirements) on the IVAS decoder/renderer combination to produce proper output audio in response to the metadata. While the encoder may take advantage of or even rely in its operation on the access to the metadata, this cannot be formulated as an encoder constraint. Likewise, it would be inappropriate to address such requirements by setting up constraints on certain IVAS encoder interfaces. 
Thus, the source thinks that the way to address this matter is to 
· Specify audio and session control metadata and
· Formulate design constraints and performance requirements on the decoder/renderer output in response to the metadata. 

Discussion
Input audio metadata
The source believes that it is generally accepted that the various IVAS codec input audio formats will rely on suitably defined metadata. For instance, channel-, scene- and object-based input audio will likely be composed of data files for the constituent signals and metadata files describing what kind of format the input audio is and possibly also containing dynamic descriptions, e.g. of time-varying object attributes. 
It is thus useful to generalize the concept of input audio metadata. A first example of additional audio metadata is a flag that indicates two-channel audio input signals to be binaural audio. 
Another example of an additional metadata element to associate with an input audio stream is the indication whether it belongs to diegetic or non-diegetic content. If necessary and subject to further discussion, this diegetic/non-diegetic metadata element may be dynamic.
One further additional set of metadata is 6DOF metadata. According to how the source previously suggested 6DOF requirements for IVAS [2], the 6DOF related audio metadata should represent 6DOF attributes such as cartesian coordinates, rotational coordinates, directivity associated with one or several input audio streams.    
[bookmark: _GoBack]A fourth conceivable set of additional audio metadata would be an indicator for input audio objects, indicating to treat them separately from other input audio streams and thereby ensuring that they can be retained as separate objects after decoding/rendering.    
A last example is the control metadata proposed in [5]. It may be for further discussion whether this metadata is in all cases input audio metadata or session metadata that will be addressed in the following section.
Session metadata
Metadata associated with an IVAS session may also be static or dynamic. 
A first basic example of session metadata is bit rate. Bit rate can be static or dynamic during the session. Bit rate may also be associated with the complete set or certain subsets of the input audio streams.
Another example for dynamic session metadata pertains to the suggested 6DOF use case of IVAS [2]. As a pre-requisite of these use cases there must exist metadata representing positional information of an IVAS endpoint, including the position in cartesian coordinates and directional information. 
A third example of dynamic session metadata is the positional information of an IVAS capture device in terms of its spatial orientation [4]. It is apparent that this metadata is a subset of the positional metadata used for the 6DOF use case.
Metadata transmission framework
For the metadata to become effective at the decoder or renderer, there must be a suitable metadata transmission framework. The kind and amount of metadata to be transmitted may depend significantly on the IVAS use case. Some of the metadata may be transmitted inherently with IVAS codec configurations parameters. The transmission of other metadata could however rely on a more generic metadata transmission framework. It should be for discussion if such a more generic framework should be part of IVAS codec competition. In case it is left out of the competition, it could be for discussion what parts of metadata it would address and how a solution could be developed satisfying the technical requirements of the solutions of all IVAS contenders.
Decoder/renderer requirements
Having well-defined input audio and session metadata, it is straightforward to define decoder/renderer requirements for audio with that metadata or, respectively, a session associated with corresponding metadata:
a) For binaural input audio, it is sufficient to specify in the design constraints that binaural audio output must be supported and to set suitable performance requirements.
b) For the case of diegetic/non-diegetic input audio, it suffices to specify the audio output behavior in response to the metadata in case of headphone presentation. This is already the case in the present version of Pdoc IVAS-4.
c) For enabling the 6DOF use case it is sufficient to specify for the decoder/renderer that there must be the capability of simultaneous spatial render of multiple received audio streams respective of their associated 6DOF metadata and to enable adequate adjustments of the rendered scene upon rotational and translational movements of the listener’s head.
d) A decoder/renderer design constraint for dealing with positional information of an IVAS capture device is simply to require that the renderer shall be capable of rotating the rendered scene in response to spatial orientation metadata. Since the renderer must in any case be prepared to rotate the rendered audio scene in case of diegetic content rendered over a headphone system with headtracking, there is no extra implementation burden for fulfilling this constraint.
e) A decoder/renderer design constraint for the retaining of an audio object if indicated by a corresponding metadata element is also straightforward to formulate. However, it should be noted that there may be conflicting settings, for instance, if the retaining of an object is indicated by the metadata but the allocated total IVAS bit rate is insufficient. One conceivable solution is to associate the audio object to be retained with a bit rate, in which case bit rate would become a further (session) metadata element. The details of that potential feature should thus still be for further discussion and the source takes currently no position if IVAS should support it.  
f) Setting requirements/design constraints for the use cases enabled by the control metadata proposal of [5] should also be unproblematic in case the group decides that the corresponding features are desirable. This should be subject to further discussion.   
Conclusion and Proposal
The source is of the opinion that design constraints/requirements for many IVAS features can be formulated in a clear way by specifying input audio and session control metadata and by setting design constraints and performance requirements on the decoder/renderer output behavior in response to that metadata. A prerequisite for the versatility of the IVAS codec and hence for its success is in any case a thoroughly designed operational specification in response to various relevant input audio and session attributes.
The source thus proposes and invites 
· to work on a consistent input audio and session metadata specification,
· to formulate functional feature requirements as behavioral requirements of the IVAS decoder/renderer combination in response to input audio and session metadata.
In more detail, it is noted that suitable decoder/renderer requirements a) and b) are already specified in IVAS-4. It is proposed to agree on decoder/renderer requirements c) and d) while it is suggested to discuss further and specify more clearly requirements e) and f) and their underlying use cases. 
It is further assumed that the features related to requirements c) – f) do not necessarily require a quantitative evaluation is the IVAS codec selection.
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