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1 Introduction

A new work item on “Support of Immersive Teleconferencing and Telepresence for Remote Terminals” (ITT4RT) as defined in SP-180985 was approved during SA#82 in Dec. 2018.
The objective of this Work Item is to specify VR support in MTSI in TS 26.114 [1] and IMS-based Telepresence in TS 26.223 [2] to enable support of an immersive experience for remote terminals joining teleconferencing and telepresence sessions. For MTSI, the work is expected to enable scenarios with two-way audio and one-way immersive video, e.g., a remote single user wearing an HMD participates to a conference will send audio and optionally 2D video (e.g., of a presentation, screen sharing and/or a capture of the user itself), but receives stereo or immersive voice/audio and immersive video captured by an omnidirectional camera in a conference room connected to a fixed network.

More specifically, this work item aims to conduct normative work in TS 26.114 and also in TS 26.223, toward specifying the following aspects for immersive video and immersive voice/audio support:

a) Recommendations of audio and video codec configurations (e.g., profile, level, and encoding constraints of IVAS, EVS, HEVC, AVC as applicable) to deliver high quality VR experiences

b) Constraints on media elementary streams and RTP encapsulation formats

c) Recommendations of SDP configurations for negotiating of immersive video and voice/audio capabilities. For immersive voice and audio considerations using IVAS, this is dependent on specification of the IVAS RTP payload format to be developed as part of the IVAS WI

d) An appropriate signalling mechanism, e.g., RTP/RTCP-based, for indication of viewport information to enable viewport-dependent media processing and delivery

The RTP payload format and SDP parameters to be developed under the IVAS WI will be considered to support use of the IVAS codec for immersive voice and audio. The RTP payload format and SDP parameters for HEVC will be considered to support immersive video.
For video codec(s), use of omnidirectional video specific Supplemental Enhancement Information (SEI) messages for carriage of metadata required for rendering of the omnidirectional video will be considered. Suitable video codec configurations for omnidirectional video specified in TS 26.118 as part of the VRStream Rel-15 work item will also be considered, subject to their applicability to the conversational service environment.

In case the IVAS codec cannot be finalized in the time frame of this work item, this work will provide only limited support for immersive voice/audio using the EVS codec based on multi-mono EVS coding, and in that case, full support for immersive voice/audio will be added subsequently when the IVAS codec is available as a separate work item.

Note that it is envisioned that work outside this work item will address suitable acoustic requirements in sending and receiving, considering stereo/immersive audio is not supported by current acoustic tests in TS 26.131 and TS 26.132, and taking into account objective requirements defined in TS 26.260.
This permanent document addresses the requirements, working assumptions and potential solution aspects for this Work Item.

2 Use Cases

[Ed. Note: Could include potential use-case-specific requirements.]
[Ed. Note: The following use case related aspects were agreed in principle at SA4#102, and were expected to be formulated as use case descriptions in the future:

1) Multiple single-user participants are allowed. Communications between the single users can be conventional MTSI/Telepresence communications. MMCMH could be used, and if that is used, then media data can be transmitted in separate media streams, and the layout of different participants is up to the client application/implementation.

2) One 360 camera per location in multi-party conference scenarios involving multiple physical locations are allowed.
3) Both in-camera stitching and network-based stitching are allowed.]
A group of colleagues are having a meeting in conference room A (see Figure 1). The room consists of a conference table (for physically present participants), a 360-degree camera
, and a view screen. Two of their colleagues, Bonnie (B) and Clyde (C) are travelling and join the meeting through a conference call. 

· Participants in conference room A use the screen to display a shared presentation and/or video streams coming from Bonnie and Clyde. 

· Bonnie joins the conference from her home using a Head Mounted Display (HMD) and a camera that captures her video. She has a 360-degree view of the conference room. 
· Clyde joins the conference from the airport using his mobile phone. He also has a 360-degree view of the conference room on his mobile screen and uses his mobile camera for capturing his own video.

Both Bonnie and Clyde can see the screen in the conference room as part of the 360-degree video. They also have the option to bring into focus(( any of the incoming video streams (presentation or the other remote participant’s camera feed) using their own display devices. The manner in which this focused stream is displayed is a function of their display device and is not covered in this use case. 

Within the 3GPP MTSI TS 26.114 [1] and Telepresence TS 26.223 [2] specifications, the above use case can be realized in two possible configurations, which are explained below. The participants are referred to as A, B and C from here onwards. 

In the first scenario, shown in Figure 1, the call is set up without the support of any media-aware network elements. Both remote participants, B and C, send information about their viewport orientation to A, which in turn sends them a viewport-dependent video stream from the omnidirectional camera. 
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Figure 1 - 360-degree conference call
In the second scenario, the call is setup using a network function, which may be performed by either a Media Resource Function (MRF) [1] or a Media Control Unit (MCU) [2]. In this case, the MRF/MCU receives a viewport-independent stream from A. Both B and C, send viewport orientation information to the MRF/MCU and receive viewport-dependent streams from it. Figure 2 illustrates the scenario. The A/V channel for conversational non-immersive content also flows through the MRF/MCU in the figure. However, it should be possible to maintain this channel directly between the conference call participants.  
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Figure 2 - A 360-degree conference call via MRF/MCU

The use case aims to enable immersive experience for remote terminals joining teleconferencing and telepresence sessions, with two-way audio and one-way immersive video, e.g., a remote single user wearing an HMD participates to a conference will send audio and optionally 2D video (e.g., of a presentation, screen sharing and/or a capture of the user itself), but receives stereo or immersive voice/audio and immersive video captured by an omnidirectional camera in a conference room connected to a fixed network. Furthermore, 

1) Multiple single-user participants are allowed. Communications between the single users can be conventional MTSI/Telepresence communications. MSMTSI could be used, and if that is used, then media data can be transmitted in separate media streams, and the layout of different participants is up to the client application/implementation.

2) One 360 camera per location in multi-party conference scenarios involving multiple physical locations are allowed.
3) Both in-camera stitching and network-based stitching are allowed. In case of camera stitching, stitched immersive video is sent from the conference room to the conferencing server (e.g., MSMTSI MRF or any other media gateway) and then from the conferencing server to the remote participants. If this is a one-to-one conversational session between the conferencing room and the remote participant, a media gateway in the middle may not be necessary. In case of network-based stitching, different 2D captures are sent from the conference room to the conferencing server and the conferencing server performs decoding, stitching, and re-encoding to produce the immersive video, which is then distributed to the remote participants. 

3 Requirements

· It is recommended that MTSI and IMS Telepresence endpoints support codec, protocol and transport capabilities relevant for encoding, delivery and consumption of immersive speech/audio and immersive video.

· Capability for the party that sends 360-degree video to send viewport-dependent and/or viewport-independent streams. 

· Timely delivery of the changes in viewport orientation from the remote participants, and appropriate low-delay actions to update the viewport-dependent streams. Any changes in viewport orientation should not lead to latency-prone signalling, such as SIP renegotiations. 
· A suitable coordinate system to be used as the standard way of communicating the orientation of the viewport. 

4 Architecture

TBD [Ed. Note: Could include call flows as appropriate.]
The current MTSI service architecture depicted in Figure 4.1 of TS 26.114 is applicable for immersive teleconferencing. No further architectural gaps are identified.

In terms of the reuse of existing MTSI functionality, the following may be observed:

1- For in-camera stitching, stitched immersive video is sent from the conferencing room to the conferencing server (e.g., MSMTSI MRF) or directly to the remote participant (e.g., one-to-one conversation) in one or more RTP streams (e.g., established via SDP). Multiple RTP streams may be used in case tile or sub-picture based delivery optimization is in use.

2- For network-based stitching, multiple RTP streams are established (e.g., via SDP, using MSMTSI) between the conferencing server and conference room, each of which carries a particular 2D capture. These RTP streams are then sent from the conference room to the conferencing server and the conferencing server performs decoding, stitching, and re-encoding to produce one or more RTP streams containing the immersive video, which are then distributed to the remote participants (e.g., again via MSMTSI). Multiple RTP streams may be used for the immersive video in case tile or sub-picture based delivery optimization is in use.
5 Potential Solutions

5.1
Potential Solutions for Immersive Video

Figure 3 provides an overview of a possible receiver architecture that reconstructs the spherical video in an MTSI or IMS Telepresence UE. Note that this figure does not represent an actual implementation, but a logical set of receiver functions. Based on one or more received RTP media streams, the UE parses, possibly decrypts and feeds the elementary stream to the HEVC decoder. The HEVC decoder obtains the decoder output signal, referred to as the "texture", as well as the decoder metadata. The Decoder Metadata contains the Supplemental Information Enhancement (SEI) messages, i.e., information carried in the omnidirectional video specific SEI messages, to be used in the rendering phase. In particular, the Decoder Metadata may be used by the Texture-to-Sphere Mapping function to generate a spherical video (or part thereof) based on the decoded output signal, i.e., the texture. The viewport is then generated from the spherical video signal (or part thereof) by taking into account the viewport position information from sensors, display characteristics as well as possibly other metadata such as initial viewport information.
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Figure 3 - Potential receiver architecture for VR support over MTSI and IMS Telepresence

For 360 degree video, the potential solutions can consider the following principles:
-
The RTP stream would contain an HEVC bitstream with omnidirectional video specific SEI messages. In particular, the omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [3] may be present.

-
The video elementary stream(s) may be encoded following the requirements in the Omnidirectional Media Format (OMAF) specification ISO/IEC 23090-2 [4], clause 10.1.2.2.

Relevant SEI messages contained in the elementary stream(s) with decoder rendering metadata may include the following information as per ISO/IEC 23008-2 [3]:

-
Region-wise packing information, e.g., carrying region-wise packing format indication and also any coverage restrictions

-
Projection mapping information, indicating the projection format in use, e.g., Equi-rectangular projection (ERP) or Cubemap projection (CMP)

-
Padding, indicating whether there is padding or guard band in the packed picture

-
Frame packing arrangement, indicating the frame packing format for stereoscopic content

-
Content pre-rotation information, indicating the amount of sphere rotation, if any, applied to the sphere signal before projection and region-wise packing at the encoder side

The output signal, i.e., the decoded picture or "texture", is then rendered using the Decoder Metadata information contained in relevant SEI messages contained in the video elementary streams. The Decoder Metadata is used when performing rendering operations such as region-wise unpacking, projection de-mapping and rotation toward creating spherical content for each eye.
Viewport-dependent processing could be supported for both point-to-point conversational sessions and multiparty conferencing scenarios and be achieved by sending from the MTSI receiver RTCP feedback or RTP header extension messages with the desired viewport information and then encoding and sending the corresponding viewport by the MTSI sender or by the media gateway, e.g., MRF. This is expected to deliver resolutions higher than the viewport independent approach for the desired viewport. The media formats for tiling and sub-picture coding as described in the viewport-dependent profile of OMAF in ISO/IEC 23090-2 [4] etc. are not relevant for the 5G conversational setting. Instead, viewport-dependent processing based on tiling and sub-picture coding could be realized via RTP/RTCP based protocols that are supported by MTSI and IMS-based telepresence.
OMAF video profiles specified in ISO/IEC 23090-2 [4] are based on HEVC Main 10 Profile, Main Tier, Level 5.1 in order to deliver high quality VR experiences. In the meantime, MTSI in TS 26.114 [1] recommends H.265 (HEVC) Main Profile, Main Tier, Level 3.1 for video, and IMS telepresence in TS 26.223 [2] recommends H.265 (HEVC) Main Profile, Main Tier, Level 4.1 for video.
For achieving video quality required by VR services, it may be recommended that the video codecs for VR support in MTSI and IMS telepresence are aligned with OMAF and/or TS 26.118 [5]. It is expected that both MTSI client and MTSI gateway codec requirements are aligned with these recommended video codec requirements for VR support. It is not expected that the mechanisms for session setup and negotiation would be different because of this changed requirement on video codecs.

With regards to the negotiation of SEI messages for carriage of decoder rendering metadata, procedures specified in IETF RFC 7798 [6] on the RTP payload format for HEVC may be reused. In particular, RFC 7798 can allow exposing SEI messages related to decoder rendering metadata for omnidirectional media in the SDP using the 'sprop-sei' parameter, which allows to convey one or more SEI messages that describe bitstream characteristics. When present, a decoder can rely on the bitstream characteristics that are described in the SEI messages for the entire duration of the session. Intentionally, RFC 7798 does not list an applicable or inapplicable SEI messages to be listed as part of this parameter, so the newly defined SEI messages for omnidirectional media in ISO/IEC 23008-2 can be signalled. It is expected that both MTSI clients and MTSI gateways support RTP payload formats for VR support.

For most one-to-one video telephony and multi-party video conferencing scenarios, it is expected that support of the following omnidirectional video specific SEI messages would be sufficient:
1) the equirectangular projection SEI message,
2) the cubemap projection SEI message,
3) the sphere rotation SEI message, and

4) the region-wise packing SEI message.
For stereoscopic video support, in either one-to-one video telephony scenarios or multi-party video conferencing scenarios, support of a subset of the frame packing arrangement SEI message as in ISO/IEC 23090-2 [4] is also needed.

6 Working Assumptions
TBD]
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� The system supports transmission of full 360 video. However, the use cases may restrict the field of view to enhance user experience.





