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1 Introduction
During SA4#94, a new study item “QoE metrics on VR (FS_QoE_VR)” in S4-170724 was agreed and later approved by the SA plenary #77 in SP-170614.

The objective of this Study Item is to investigate the QoE parameters and metrics which may need to be reported by the client to the network for evaluation of user experience:

· Define a device reference model for VR QoE measurement points.
· Study key performance indicators that may impact the experience of VR service.
· Identify the existing QoE parameters and metrics defined in SA4 standards such as TS 26.247, TS 26.114 which are relevant to Virtual Reality user experience;

· Identify and define new QoE parameters and metrics relevant to Virtual Reality user experience, taking into consideration the use cases listed in TR 26.918, and any sources that show the relevance of new metrics, e.g. scientific literature, specifications/solutions from other standard organizations.

· Analyse potential improvements to the existing QoE reporting so as to better accommodate VR services.

· Provide recommendations to future standards work in SA4 on the QoE parameters and metrics and, as necessary, coordinate with other 3GPP groups and external SDOs, e.g. MPEG, ITU-T.
In S4-180716, we provided a brief overview of the activities within the MPEG-I workgroup, the workgroup on immersive media, over the past few MPEG meetings regarding immersive media metrics. This document provides a summary of the immersive media metrics adopted in the working draft 7 of MPEG-I Part 6. It is proposed to include these metrics in the TR of FS_QoE_VR.
2 MPEG-I part-6 immersive media metrics
2.1 Client Reference Model
The MPEG-I group has adopted the generic client reference model shown in Figure 1. The reference model consists of five key functional modules, including: network access, media processing, sensors, media playback, and client controller. In addition, a metrics computing and reporting (MCR) module, possibly residing outside the VR client, is responsible for querying the measurable data from the functional modules and calculating the different metrics. Metrics calculated by the MCR module are reported to an analytics server or other interested entities. The client reference model defined in MPEG-I Part 6 and the five observation points are aligned with and directly map to those in FS_QoE_VR TR.
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Figure 1 – Immersive media metrics client reference model

2.2 MPEG Immersive media metrics
2.2.1 Display information set
This metric reports the characteristics of the display used by the client for rendering the VR content, including display resolution, pixel density, and refresh rate. The display is the direct presentation interface to the end user and its rendering capability and performance impacts the QoE severely.
Table 1 Display information set metric
	Key
	Type
	Description

	DisplayInfoSet
	Set
	Set of display information

	
	Entry
	Object
	

	
	
	displayResolution
	String
	Display resolution, in units of pixels

	
	
	displayPixelDensity
	Integer
	Display pixel density, in units of PPI

	
	
	displayRefreshRate
	Integer
	Display refresh rate, in units of Hz


2.2.2 Rendered field-of-view set

This metric reports a set of FOVs rendered by VR client devices. Field of view is display capability and the user may adjust FoV for 2D display or programmable HMD devices, the adjustment may depend on the VR content or user’s preference, a record of rendered FoV may provide information of device capabilities and user’s most comfortable FoV during the VR playback.
Table 2 Rendered FOV set metric
	Key
	Type
	Description

	RenderedFovSet
	Set
	Set of rendered FOVs

	
	Entry
	Object
	

	
	
	renderedFovH
	Integer
	The horizontal element of the rendered FOV, in units of degrees 

	
	
	renderedFovV
	Integer
	The vertical element of the rendered FOV, in units of degrees


2.2.3 Rendered viewports

During playback of VR content, a sequence of viewports may be rendered on the display. While some VR experiences are created to encourage the users to explore all 360 degrees, other VR experiences are meant to direct viewers to specific areas at a certain time. Therefore, viewports may be rendered based on user interest or director’s cut signalling. The rendered viewports metric reports which viewport has been rendered at what times. The VR headset tracking sensors can provide such measurable data. Aggregated viewport views metrics from multiple users can be used to identify the popularity of each region within the VR content and assist the content distributor or CDN for better caching. 
The rendered viewport metric is defined in Table 3. 
Table 3 Rendered viewports metric
	Key
	Type
	Description

	RenderedViewports
	List
	List of rendered viewports

	
	Entry
	Object
	

	
	
	startTime
	Media-Time
	Specifies the media presentation time of the first played out media sample when the viewport indicated in the current entry is rendered starting from this media sample.

	
	
	duration
	Integer
	The time duration, in units of milliseconds, of the continuously presented media samples when the viewport indicated in the current entry is rendered starting from the media sample indicated by startTime.
"Continuously presented" means that the media clock continued to advance at the playout speed throughout the interval.

	
	
	viewport
	ViewportDataType
	Indicates the region of the omnidirectional media corresponding to the viewport that is rendered starting from the media sample indicated by startTime.


Where ViewportDataType identifies a viewport with six integer keys as shown in Table 4.

Table 4 ViewportDataType
	Key
	Type
	Description

	ViewportDataType
	Object
	

	
	viewpoint_id
	Integer
	Specifies the identifier of the viewpoint to which the viewport belongs.

	
	centre_azimuth
	Integer
	Specifies the azimuth of the centre of the viewport in units of 2−16 degrees. The value shall be in the range of −180 * 216 to 180 * 216 − 1, inclusive.

	
	centre_elevation
	Integer
	Specifies the elevation of the centre of the viewport in units of 2−16 degrees. The value shall be in the range of −90 * 216 to 90 * 216, inclusive.

	
	centre_tilt
	Integer
	Specifies the tilt angle of the viewport in units of 2−16 degrees. The value shall be in the range of −180 * 216 to 180 * 216 − 1, inclusive.

	
	azimuth_range
	Integer
	Specifies the azimuth range of the viewport through the centre point of the viewport, in units of 2−16 degrees.

	
	elevation_range
	Integer
	Specifies the elevation range of the viewport through the centre point of the viewport, in units of 2−16 degrees.


2.2.4 Comparable viewport switching latency

One factor impacting the viewing experience is the consistency of viewport quality. The comparable quality (CQ) viewport switching latency metric reports the latency experienced by the user when switching from one viewport to another viewport until the presentation quality of the new viewport reaches a comparable presentation quality as the first viewport. This metric can be used to assess the QoE of overall immersive media streaming approach. The CQ viewport switching latency can be affected by various factors, including bandwidth, segment duration, decoder buffer size, and the segment scheduling algorithm.

The comparable quality viewport switching latency metric is specified in Table 5. A weighted average quality rank value calculation method was proposed in S4-190004.
Table 5 Comparable quality viewport switching latency metric
	Key
	Type
	Description

	CQViewportSwitchingLatency
	List
	List of comparable quality viewport switching latencies

	
	Entry
	Object
	

	
	
	firstViewport
	ViewportDataType
	Specifies the spherical region corresponding to the first viewport (i.e., before the switching).

	
	
	secondViewport
	ViewportDataType
	Specifies the spherical region corresponding to the second viewport (i.e., after the switching).

	
	
	firstViewportQuality
	Integer
	Specifies the quality value of the first viewport

	
	
	secondViewportQuality
	Integer
	Specifies the quality value of the second viewport

	
	
	t
	Real-Time
	Specifies the measurement time of the viewport switching latency in wall-clock time.

	
	
	latency
	Integer
	Specifies the delay in milliseconds between the time a user movement from first viewport to second viewport and the time when the presentation quality of the second viewport reaches a comparable presentation quality as the first viewport.

	
	
	reason
	List
	Specifies a list of possible causes for the latency.

	
	
	
	Entry
	Object
	

	
	
	
	
	code
	Enum
	A possible cause for the latency. The value is equal to one of the following:

· 0: Segment duration

· 1: Buffer fullness

· 2: Availability of comparable quality segment


2.2.5 Viewpoint switching latency

A viewpoint is the point from which the user views the scene, it usually corresponds to a camera position. The viewpoint can be statically or dynamically positioned along the timeline. Multiple viewpoints scenarios are supported in OMAF version 2. An event such as sport match or music concert may have multiple viewpoints on the field or stadium to offer different viewing perspective to the users.  The user may request one viewpoint at a time and switch among multiple viewpoints on-the-fly. The amount of time it takes to switch from one viewpoint to another may impact user experience. 

Viewpoint switching latency may be caused by a variety of factors, such as the device’s response time, the player’s download and decoder buffer sizes, the random access period at which video was encoded, and network conditions. Service providers and device manufactures may use such metric to assess and improve the user experience.

Table 6 defines a viewpoint switching latency metric.

Table 6 Viewpoint switching latency

	Key
	Type
	Description

	ViewpointSwitchingLatency
	List
	List of viewpoint switching latencies

	
	Entry
	Object
	

	
	
	targetViewport
	ViewportDataType
	Specifies the spherical region corresponding to a viewport of target viewpoint (i.e., after the switching).

	
	
	t
	Real-Time
	Specifies the measurement time of the viewpoint switching latency in wall-clock time.

	
	
	latency
	Integer
	Specifies the delay in milliseconds between the time when switching from a source viewpoint to the target viewpoint is initiated, and the time when content corresponding to the target viewpoint is reflected on the display.
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