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1. Introduction

At SA4#101 meeting the sources contributed two conversational use cases of extended reality services over 5G to the study item FS_XR5G. The descriptions of these use cases were still incomplete.
This contribution complements the use case descriptions with details on pre-conditions, requirements, QoS, QoE and feasibility.
Also included is the description of a third use case on 6DOF VR conferencing that was also submitted by the source to SA4#102 as Tdoc S4-190097. 
2. Use Case 1: XR Meeting
	Use Case Name

	XR Meeting

	Description

	This use case is a mix of a physical and a virtual meeting. It is an XR extension of the virtual meeting place use case described in 3GPP TR 26.918. The use case is exemplified as follows:
Company X organizes a workshop with discussions in a couple of smaller subgroups in a conference room. Each subgroup gathers around dedicated spots or tables and discusses a certain topic and participants are free to move to the subgroup of their interest. Remote participation is enabled. 
The main idea for the remote participants is to create a virtual world where they can meet and interact through their avatars with the other people. Remote participants are equipped with HMD and headphones. A remote participant would be able to move freely in the virtual conference room and interact with the different subgroups of people depending for example on the discussion they are having. In this scenario, the remote user would be able to speak to other users in his/her immediate proximity and obtain a spatial rendering of what the other users in his/her immediate proximity are saying and would hear them from the same relative positions they have to him/her in the virtual world.
The physical participants see and hear avatars representing the remote participants through their AR Glasses and headphones. They interact with the avatars in the discussions as if these were physically present participants. For them the interactions with other physical and virtual participants happen in a mixed reality. In addition, at each subgroup meeting spot a video screen displays the avatars of the remote participants taking part in the subgroup discussion. Also displayed is the complete meeting space with all participants (or their avatars) in a top view. 


	Categorization

	Type: AR, VR, XR, MR
Degrees of Freedom: OD 6DoF, 6DoF
Delivery: Interactive, Conversational
Device: Phone, HMD, Glasses, headphones

	Preconditions

	[bookmark: _Hlk536448347]On general level the assumption is all physical attendees (inside the meeting facilities) wear individual headphones and preferably AR glasses. Remote participants are equipped with HMD and headphones. The meeting facility is a large conference room with a number of spatially separated spots (tables) for subgroup discussions. Each of these spots is equipped with at least one video screen. At each of the spots a 360-degree camera system is installed.
Specific minimum preconditions
Remote participants: 
· UE with render capability through connected HMD and headphones
· Mono audio capture 
· Position tracking
[bookmark: _Hlk536450272]Physical participants: 
· UE with render capability through connected (open) headphones and preferably, but not necessarily, AR Glasses 
· Mono audio capture of each individual participant e.g. using attached mic or detached mic with suitable directivity 
· [bookmark: _Hlk536448455]Position tracking
Meeting facilities: 
· 360-degree video capture at dedicated subgroup spots
· Video screens (connected to driving UE/PC-client) at dedicated subgroup meeting spots visualizing remote participants and/or positions of participants in shared meeting space
Conference call server: 
· Maintenance of participant position data in shared meeting space
· (Potentially) synthesis of graphics visualizing positions of participants in shared meeting space in top view and possibly additional views. 

	Requirements and QoS/QoE Considerations

	To support the described scenario, the following requirements must be met:
[bookmark: _Hlk536450427]Audio:
A coding framework is required that supports 6DOF with the following features:
· Offering a metadata framework for the representation and upstream transmission of positional information of a receive endpoint, including cartesian coordinates, rotational coordinates.
· The capability to associate input audio elements (e.g. objects) with 6DOF attributes, including position, orientation, directivity.     
· The capability of simultaneous spatial render of multiple received audio elements according to their associated 6DOF attributes. 
· Adequate adjustments of the rendered scene upon rotational and translational movements of the listener’s head.
Video/Graphics:
· 360-degree video capture at subgroup meeting spots.
· Support of simultaneous graphics render of multiple avatars according to their associated 6DOF attributes, including position, orientation, directivity.
· Render on AR glasses
· Overlay/merge and render with 360-degree video on HMDs.
· Synthesis of graphics visualizing positions of participants in shared meeting space in top view and possibly additional views.
Media synchronization and presentation format control:
· Required for controlling the flow and proper render of the various used media types.
System:
Maintenance of a shared virtual meeting space that intersects consistently with the physical meeting space: 
· Real and virtual participant positions are merged into a combined shared virtual meeting space that is consistent with the positions of the real participant positions in the physical meeting space and mapped into the virtual meeting space using the absolute & relative physical/real position data.
QoS: 
· Audio: ~ 13.2 - 48 kbps (including positional metadata) for each audio element (corresponding to participant). Quality scales with bit rate. Must meet conversational latency requirements.
· 360-degree video: Specified in 26.118. Must meet conversational latency requirements. It is assumed that remote participants will at each time receive only the 360-degree video stream of a single subgroup meeting spot (typically the closest).
· Graphics for representing participants in shared meeting space may rely on a vector-graphics media format, see e.g. 26.140. The associated bit rates are low. Graphics synthesis may also be done locally in render devices, based on positional information of participants in shared meeting space.
QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects into real scenes. 
The described scenario provides the remote users with a 6DOF VR conferencing experience and the feeling of being physically present in the physical meeting space. Quality of Experience can further be enhanced if the user’s UEs not only share their position but also their orientation. This will allow render of the other virtual users not only at their positions in the virtual conference space but additionally with proper rotational orientation. This is of use if the audio and the avatars associated with the virtual users support directivity, such as specific audio characteristics related to face and back. 
The real meeting users experience the remote participants audio-visually at virtual positions as if these were physically present and as if they could come closer or move around like real persons. The AR glasses display the avatars of the remote participants at positions and in orientation matching the auditory perception. Physical participants without AR glasses receive a visual impression of where the remote participants are located in relation to the own position through the video screens at the subgroup meeting spots.  

	Feasibility

	Subject to an immersive voice and audio codec (IVAS) meeting the audio requirements of the previous box, a service offering an experience as the described scenario is feasible with today’s technology. 
While AR glasses are very desirable for high QoE, the use case is fully feasible without glasses. Immersion is in that case merely provided through the audio media component.

	Potential Standardization Status and Needs

	Requires availabilitystandardization of an immersive voice and audio codec (that supports 6DOF. The presently ongoing IVAS codec). The IVAS work item may provide an immersive voice and audio codec needs to support 6DOF.that meets the described requirements.  
Requires availability ofAlso required are suitable session protocols coordinating the distribution and proper rendering of the media flows. 






3. Use Case 2: Convention / Poster Session
This use case is an extension of the XR meeting use case described above. It relies on the basic concepts of that use case but adds Document sharing and sharing of pointer device data as additional media components. This augments the QoE substantially over the XR meeting use case. 

	Use Case Name

	Convention / Poster Session

	Description

	This use case is exemplified with a conference with poster session that offers virtual participation from a remote location. 
It is assumed that the poster session may be real, however, in order to contribute to meeting climate goals, the conference organizers are offering a green participation option. This is, a virtual attendance option is offered to participants and presenters, as an ecological alternative avoiding travelling. 
Remote participants are equipped with HMD and headphones. They are virtually present and can walk from poster to poster. They can listen to ongoing poster presentations and move closer to a presentation if they think the topic or the ongoing discussion is interesting. The virtual participants are represented at the real event through their avatars, which the real participants and presenters see and hear through their AR glasses and headphones. The real and virtual participants and the presenter interact in discussions as if everybody was physically present. The remote participants have also the possibility to use their VR controller as a pointing device to highlight certain parts of the poster, for instance when they have a specific question.
Virtual presenters are equipped with HMD and headphones. They see their own poster, use their VR controller as a pointing device to highlight a part of the poster that they want to explain. They also see their audience, which may be a mix of real persons that are physically present at the meeting, and avatars of remote participants. It may also be that they see some colleagues passing by and, to attract them to the poster, they may take some steps towards the colleague and call out to her/him. The audience attends the virtual poster session in some dedicated physical spots of the conference area. The participants see and hear the virtual presenter through their AR glasses/headphones. They also see and hear the other audience that may be physically present or just represented though avatars.    

	Categorization

	Type: AR, VR, XR, MR
Degrees of Freedom: OD 6DoF, 6DoF
Delivery: Interactive, Conversational
Device: Phone, HMD, AR Glasses, VR controller/pointing device, headphones

	Preconditions

	On general level the assumption is all physical attendees (inside the meeting facilities) wear individual headphones and preferably AR glasses. Remote participants are equipped with HMD and headphones. The meeting facility is a large conference room with a number of spatially separated spots for the different poster presentations. Each of these spots is equipped with a video screen for the poster and at least one other video screen. At each of the poster spots a 360-degree camera system is installed.
Specific minimum preconditions
Remote participant: 
· UE with connected VR controller. 
· For render the UE has connected HMD and headphones.
· Mono audio capture 
· Position tracking
Remote presenter: 
· UE with connected VR controller. 
· For render the UE has connected HMD and headphones. 
· UE has document sharing enabled for sharing of the poster.
· Mono audio capture. 
· Position tracking.
Physical auditors/presenters: 
· UE with connected Glasses and open headphones. 
· UE has a connected pointing device. 
· UE of presenter has document sharing enabled for display of the poster on video screen and for sharing it with remote participants.
Conference facilities: 
· 360-degree video capture at dedicated spots, typically at the posters.
· Video screens at dedicated spots (next to the posters), visualizing remote participants and/or positions of participants in shared meeting space.
· Video screens for display of the posters.  
· Video screens are connected to driving UE/PC-client.
Conference call server: 
· Maintenance of participant position data in shared meeting space

	Requirements and QoS/QoE Considerations

	To support the described scenario, the following requirements must be met:
Audio:
A coding framework is required that supports 6DOF with the following features:
· Offering a metadata framework for the representation and upstream transmission of positional information of a receive endpoint, including cartesian coordinates, rotational coordinates.
· The capability to associate input audio elements (e.g. objects) with 6DOF attributes, including position, orientation, directivity.     
· The capability of simultaneous spatial render of multiple received audio elements according to their associated 6DOF attributes. 
· Adequate adjustments of the rendered scene upon rotational and translational movements of the listener’s head.
Video/Graphics:
· 360-degree video capture at poster spots.
· Support of simultaneous graphics render of multiple avatars according to their associated 6DOF attributes, including position, orientation, directivity.
· Render on AR glasses
· Overlay/merge and render with 360-degree video on HMDs.  
· Synthesis of graphics visualizing positions of participants in shared meeting space in top view and possibly additional views.
Document sharing:
· Support of sharing of the poster from UE/PC-client as bitmap/vector graphics or as non-conversational (screenshare) video.
Support of sharing of pointing device data and VR controller data, potentially as real-time text. 
Media synchronization and presentation format control:
· Required for controlling the flow and proper render of the various media types.
System:
Maintenance of a shared virtual meeting space that intersects consistently with the physical meeting space: 
· Real and virtual participant positions are merged into a combined shared virtual meeting space that is consistent with the positions of the real participant positions in the physical meeting space and mapped into the virtual meeting space using the absolute & relative physical/real position data.
QoS: 
· Audio: ~ 13.2 - 48 kbps (including positional metadata) for each audio element (corresponding to participant). Quality scales with bit rate. Must meet conversational latency requirements.
· 360-degree video: Specified in 26.118. Must meet conversational latency requirements. It is assumed that remote participants will at each time receive only the 360-degree video stream of a single poster spot (typically the closest).
· Graphics for representing participants in shared meeting space may rely on a vector-graphics media format, see e.g. 26.140. The associated bit rates are low. Graphics synthesis may also be done locally in render devices, based on positional information of participants in shared meeting space.
· Document sharing: QoS attributes are [tbd].
· Pointing device/VR controller data: QoS attributes are [tbd].
· Media synchronization and presentation format: QoS attributes are [tbd].
QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects into real scenes. 
The described scenario provides the remote users with a 6DOF VR conferencing experience and the feeling of being physically present in the physical meeting space. This experience is further augmented through the virtual sharing of the posters and the enabled interactions using the pointing devices. Thus, the remote participants and the real poster session / conference audience are able to hear the remote attendee’s verbalized questions & presenter’s answers, with reference to their physical and virtual positions, so that their audio matches with their visual / virtual experience. Quality of Experience can further be enhanced if the user’s UEs not only share their position but also their orientation. This will allow render of the other virtual users not only at their positions in the virtual conference space but additionally with proper rotational orientation. This is of use if the audio and the avatars associated with the virtual users support directivity, such as specific audio characteristics related to face and back. 
The real meeting users experience the remote participants audio-visually at virtual positions as if these were physically present and as if they could come closer or move around like real persons. The AR glasses display the avatars of the remote participants at positions and in orientation matching the auditory perception. Physical participants without AR glasses receive a visual impression of where the remote participants are located in relation to the own position through the video screens at the subgroup meeting spots.


	[bookmark: _Hlk536458562]Feasibility

	Subject to an immersive voice and audio codec (IVAS) meeting the audio requirement of the previous box, a service offering an experience as the described scenario is feasible with today’s technology. 
While AR glasses are very desirable for high QoE, the use case is fully feasible without glasses. Immersion is in that case provided merely through the audio media component.
Poster sharing and sharing of pointing device data is widely established technology. 

	Potential Standardization Status and Needs

	Requires availabilitystandardization of an immersive voice and audio codec (that supports 6DOF. The presently ongoing IVAS codec). The IVAS work item may provide an immersive voice and audio codec needs to support 6DOF.that meets the described requirements.  
Requires availability ofAlso required are suitable session protocols coordinating the distribution and proper rendering of the media flows. 







4. New use Case: 6DOF VR conferencing

	Use Case Name

	6DOF VR conferencing

	Description

	1.	Physical scenario
The physical VR conference scenario is illustrated in Fig. 1. Five IVAS-enabled VR conference users from different sites are virtually meeting. Each of them is using VR gear with binaural playback and video playback using an HMD. The equipment of all users supports movements in 6DOF with corresponding head-tracking. The UEs of the users exchange IVAS coded audio up- and downstream with an IVASa VR conference call server. Visually, the users are represented through their respective avatars that can be rendered based on information related to relative position parameters and their rotational orientation. 


Figure 1: Physical scenario
2.	Virtual scenario
Fig. 2 illustrates the virtual conferencing space generated by the conference call server. Initially, the server places the conference users Ui, i=1…5, at virtual position coordinates Ki = (xi, yi, zi). The virtual conferencing space is shared between the users. Accordingly, the audio-visual render for each user takes place in that space. For instance, from user U5’s perspective, the rendering will virtually place the other conference participants at the relative positions Ki – K5, i≠5. For example, user U5 will perceive user U2 at distance 
|Ki – K5| and under the direction of the vector (Ki – K5)/|Ki – K5|, whereby the directional render is done relative to the rotational orientation of U5. Also illustrated in Fig. 2 is the movement of U5 towards U4. This movement will affect the position of U5 relative to the other users, which will be taken into account while rendering. At the same time the UE of U5 sends its changing position to the conferencing server, which updates the virtual conferencing space with the new coordinates of U5. As the virtual conferencing space is shared, users 
U1–U4 become aware of moving user U5 and can accordingly adapt their respective renders. The simultaneous move of user U2 is working according to corresponding principles.


Figure 2: Virtual scenario 


	Categorization

	Type: VR, MRXR
Degrees of Freedom: 6DoF
Delivery: Interactive, Conversational
Media Components: Audio-only, Audio-Visual
Devices: VR gear with binaural playback and HMD video playback, Call server

	Preconditions

	The described scenario relies on a conference call server. 
Similar scenarios can be realized without server. In that case, the UEs of all users need to be configured to share their IVAS encoded audio and their positional and rotational information with the UEs of all other users. Each UE must further allow simultaneous reception and decoding of IVASaudio bitstreams and 6DOF attributes from the UEs of all other users.

	Requirements and QoS/QoE Considerations

	The described scenario provides the users with a basic 6DOF VR conferencing experience. Quality of Experience can further be enhanced if the user’s UEs not only share their position coordinates but also their rotational orientation. This will allow render of the other virtual users not only at their positions in the virtual conference space but additionally with proper orientation. This is of use if the audio and the avatars associated with the virtual users support directivity, such as specific audio characteristics related to face and back. 
In order to support 6DOF VR conferencing scenarios as presented above, the following requirements must be met:
Audio:
A coding framework is required that supports 6DOF with the following features:
· Offering a metadata framework for the representation and upstream transmission of position and orientation information of a receive endpoint.
· The capability to associate input audio elements (e.g. objects) with 6DOF attributes, including position coordinates, orientation coordinates, directivity.     
· The capability of simultaneous spatial render of multiple received audio elements according to their associated 6DOF attributes. 
· Adequate adjustments of the rendered scene upon rotational and translational movements of the listener’s head.
Video:
Support of simultaneous graphics render of multiple avatars according to their associated 6DOF attributes, including position, orientation, directivity.

	Feasibility

	Subject to IVASthe used immersive voice and audio codec meeting the audio requirement of the previous box, a service offering an experience as the described scenario is feasible with today’s technology. 

	Potential Standardization Status and Needs

	Requires completion of IVAS standardization. The IVAS of an immersive voice and audio codec needs to supportthat supports 6DOF. The presently ongoing IVAS codec work item may provide an immersive voice and audio codec that meets the described requirements.  
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