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1. Introduction
With the new work item on the “Support of Immersive Teleconferencing and Telepresence for Remote Terminals” (ITT4RT, SP-180985 [1]) being approved during SA#82, work will start on this WID from this meeting. Currently in regards to MTSI the scope of “the work is expected to enable scenarios with two-way audio and one-way immersive video, e.g., a remote single user wearing an HMD participates to a conference will send audio and optionally 2D video (e.g., of a presentation, screen sharing and/or a capture of the user itself), but receives stereo or immersive voice/audio and immersive video captured by an omnidirectional camera in a conference room connected to a fixed network.” Looking at this scope in more detail it raises a couple of open questions, that are outlined in this contribution. 
As a background, this feels similar to currently existing proprietary products such as Meeting OWL – Intelligent 360 (https://www.youtube.com/watch?v=_oVutF0rV0k) and Microsoft Roundtable/Polycom CX5000 (https://www.youtube.com/watch?v=GJNQqiYpwvM).
In general, KPN thinks the limitation of 1 teleconference setup and 1 VR setup is limiting actual usage of this technology in services. This contribution proposes to extend this setup to make the technology more suitable for real-world usage.
2. Questions
a) Support for single remote VR user or multiple remote VR users?
· Audio between VR users?
· Video between VR users?
· How to position the various VR users? They receive the same immersive video, have the same view? How to position the other VR users?
Proposal: include multiple VR users in a session, include both audio and video between VR users and non-VR users
b) Support for multiple immersive video participant locations?
Proposal: include support for multiple immersive locations, i.e. multiple 360 cameras in a single session.
c) Spatial audio awareness of VR user for non-VR users? Audio directionality?
Proposal: include proper spatial audio as an option for both the VR users and the non-VR users.
d) Recording of spatial audio for the immersive video
· Ambisonics?
· Object-based, i.e. record participants separately?
Proposal: Support both ambisonics and object-based audio.
e) In regards of the optional video backchannel (for presentation, screensharing, user capture), how would it be transferred and displayed into the meeting room?
Proposal: Support both single-screen/single speaker setups and multi-screen/multi-speaker setups. Study the impact of using AR headsets for this in the XR Study Item.
f) Where would be the processing of the omnidirectional image done (e.g. stitching)? Is it assumed to be done in the camera or the network (or either)?
Proposal: support both in-camera stitching and multi-camera setups (e.g. multiple mobile phones) with network-based stitching.
3. Proposal
We propose to discuss and agree on the questions outlined in this contribution and to align and clarify the scope of the WID for the next version of the permanent document.
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