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10
VR interaction metrics
10.1
Introduction

VR services are much more complicated than traditional video broadcast or streaming. Besides the conventional QoE aspects such as video playout delay, stalling, and interruption, AV synchronization, and visual quality as specified in TR26.247 and TR26.909, additional VR specific QoE metrics and practical measurements are critical to analyse the immersion quality of VR content creation, network delivery condition, and VR device capability. Some VR metrics may be obtained from a single observation point of the VR QoE client reference model, while more complex VR metrics may be derived from multiple observation points.
One of the enabling features of VR is interactivity. A user may consume immersive VR content via HMD or conventional displays with a wide range of interaction capabilities, such as manipulation of an object within VR scene, or simply changing the user’s observation point (continuous or discrete), turning the viewing orientation, or using gestures to experience different aspects of the VR content. The majority of use cases described in TR26.918 support these interactions. For example, the audience may select the viewing position in the “infinite seating content” use case; the experience/sound of the VR scene may adapt continuously as the viewer moves in the “event multicast to VR receivers” use case; the user may navigate within the 360-degree video by moving his head and watching different fields-of-view in the “VR stream” and “360 AV content library distribution” use cases; multiple users may connect socially to watch an event and communicate to each other in the “social VR” use case; “remote class participation” allows the student to remotely view and listen other students physically present in virtual class and interact with colleagues. Even for “HMD-based legacy content consumption” use cases, the user may receive multiple streams in thumbnail version displayed around the user and be able to monitor a channel by turning the orientation towards a particular direction. And a channel may turn into the main channel with higher resolution and quality in front of user when being selected.

In the VR QoE client reference model, the interaction may be recognized by the sensor (OP3) and converted into pose data. The pose data can be head pose, gaze direction, skeleton or hand gesture from wearable devices, external sensors or VR applications. The VR application (OP5) collects these pose data and forwards them to the corresponding modules. For example, when the user’s viewing orientation is switching from one viewport toward another viewport, the VR client response may include requesting new segment (OP1), decoding a new viewport (OP2), rendering a new viewport (OP4) at a different quality, and the latency between the interaction and system response may vary depending on VR technologies implemented.

10.2
VR interaction latency

VR interaction latency is a key metric to evaluate the VR experience and it varies based on the VR content encoding, packing and delivery technologies, as well as VR device capabilities. The following clause describes the factors attributing to the VR interaction latency.
For the single-stream region-independent streaming approach, VR content is encoded with the same resolution and quality settings over the complete 360 degrees and delivered as a single stream. The pose data may only be used by the VR renderer to present the corresponding new viewport, and the latency between the user interaction and the viewport fully reflected on the HMD display is merely interaction detection latency by the sensor and motion-to-photon latency by the renderer. However, for multiple stream region-dependent encoding and streaming approach, the pose data may be used by the VR application to determine the new stream with a high-quality region mapping to the new viewport, and then drive the DASH access engine to request the new segments and refresh the receiver buffer if applicable. The latency between user interaction and the corresponding response may involve interaction detection latency, DASH request latency, network delivery latency, receiver re-buffering latency and motion-to-photon latency. For the tiled streaming approach, additional latency may be introduced for the file decoder to handle different resolution tile streams, and the user may experience transition from low quality, low resolution viewport to high resolution, high quality viewport presentation due to the fall-back schemes where hybrid tiling approaches combining low and high resolution or quality tiles may be applied.

10.2.1
VR Interaction detection latency

The interaction detection latency is the time interval between the start of user interaction (OP3 or OP5) and the detection of such interaction by the VR application (OP5). In case such interaction is generated by HMD or external inputs such as gesture control or mouse tracking, the latency is determined by the sensitivity of HMD sensor, gesture or mouse tracking to perceive subtle motions and the sampling rate of VR application to receive the pose data. In case the interaction is simulated by the VR application, such latency may be negligible. Such latency applies to all VR streaming approaches and may be derived from APIs of OP3 and OP5.
10.2.2
VR content access latency
Once VR application detects an interaction, it may identify the corresponding VR content to be presented in response to the interaction. For 360 videos, the interaction such as changing viewing orientation or viewpoints may result in a different viewport presentation. VR content access latency is the time interval between VR application (OP5) requests VR content segment (OP1) and the corresponding segment being accessed by file decoder (OP3).
For single stream region-independent approach, VR client may continue stream the same VR representation and experience consistent viewport quality since VR content is encoded with the same resolution and quality settings over the complete 360-degree video content and delivered as a single stream. 

For single stream region-dependent approach, VR client may continue stream of the same VR representation but experience different viewport quality since the VR content is encoded with emphasis on one or more regions, where the content producer believes that most users will direct their viewport.
For multiple stream or tile stream approach, different stream may emphasize a given viewport and VR application (OP5) may determine the appropriate stream to be requested at each time instance (OP1) based on the viewing orientation and bandwidth available.
VR content access latency may be affected by the segment length and receiver buffer size. Small receiver buffer size may be vulnerable to buffer underflow but able to reduce initial playout delay and VR content access latency. Figure 10.2.2.1 illustrates an example of interaction detection latency and content access latency. The user switches orientation from front view to right view at time t1, VR application detects such interaction and decides to request new segment associated with right viewport at time t2, the requested segment R5 is decoded at time t3 after all queued segments (e.g. F1, F2, F3 and F4) are being decoded or flushed. The time interval between t1 and t2 is interaction detection latency and the time interval between t2 and t3 is content access latency. VR content access latency can be derived from APIs of OP1 and OP2.
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Figure 10.2.2.1 interaction detection latency and content access latency

10.2.3
VR decoding latency

VR decoding latency is the time interval between the time a file decoder (OP2) receives a VR segment or frame and the time a decoded video segment or frame is passed to renderer (OP4). The decoding latency may be measured by the average decoding time consumed for each frame or segment depending on the file decoder design and performance. High decoding latency may cause presentation delay when the decoded video frame is available later than the associated presentation time stamp. The decoding latency may be reduced when a file decoder only decodes partial of the video frame (e.g. viewport) or region-wise packed frame with multiple resolution regions. 
10.2.4
VR rendering latency

VR rendering latency is the time interval between the presentation time associated with the video frame or viewport and the actual playout time of the video frame or viewport being reflected on the display (OP4). Depending on the VR device design, the renderer may parse the rendering metadata to determine a region to display, and project VR content from 2D projection format to 3D sphere for HMD display or to 2D viewport plane for conventional display presentation. The display refresh rate may attribute to the rendering latency. VR renderer may also compose or overlay a variety content from different sources together to present a mixed reality scene for the use cases such as social TV or remote class participation. VR rendering latency may be derived from APIs of OP2 and OP4.
10.3
Rendered viewports

During playback of VR content, a sequence of viewports is rendered on the display based on user interaction. While some VR experiences are created to encourage the users to explore all 360 degrees, other VR experiences are meant to direct viewers to specific areas at a certain time. Therefore, viewports may be rendered based on user interest or director’s cut signalling. The rendered viewports metric reports which viewport has been rendered at what times. The VR headset tracking sensors can provide such measurable data.

An aggregation of the rendered viewports metric from multiple users can be used to identify the popularity of each region within the VR content. This information has a number of use cases. For example, it would be possible to:

· assist the content distributor or CDN for better caching,
· evaluate different viewport-dependent streaming approaches,
· apply some encoding based on heat maps, 
· indicate to users what are the most popular viewports, and
· determine the costs charged for advertisement placement at different regions in the scene.
10.4
Summary
[image: image2.png]VR application

—1

ﬁ Pose

Config & control ‘ Config & control {}

—1

N
I
I

Rendering latency

|
|
|
o MPD/ DASH access Viewport
. VR renderer .
3 Segment engine presentation
i i i | |
| { J | |
:\ 4. ya - | |
iInteraction detection Iatencyg Q  decoding latency Q i
" I !
Interaction detection latency K A:
| |
| |

ket

Content access latency !

-ac-nbdO----

VR Interaction latency

|




Figure 10.4.1 VR interaction latency

Figure 10.4.1 illustrates the overall interaction latency consisting of aforementioned latency factors and the associated OPs. VR interaction latency metrics may be specified for variety user interaction types and VR streaming approaches. For example, user may experience viewport quality transition during a viewport switching event for multiple stream or tile-based region-dependent streaming approach, the viewport quality transition latency may consist of interaction detection latency, content access latency and rendering latency as aforementioned. The measurement of such quality transition latency is complicated as user may change orientation continuously or abruptly at different speed, and the desirable viewport presentation depends on the interaction event, content coding and segmentation process, network delivery condition and VR device capabilities. Due to the user interaction, a viewport segment may be requested but not decoded or rendered. The VR interaction latency measurement shall be able to track specific segment being requested, received, decoded and rendered with associated quality.
Another example of VR interaction metric is viewpoint switching metric. The VR service may provide a set of observation points to allow the user to look around from different locations. The switching latency from one viewpoint to another viewpoint may consist of interaction detection latency, content access latency and rendering latency, and the measurement of such viewpoint switching latency metric provides the assessment of the VR service quality and user experience as well.
The method to determine the interaction event such as viewport switching event, viewport quality transition and viewpoint switching event needs to be explored to allow later derivation of more specific QoE metrics and the practical measurement. 
11
VR QoE configuration and reporting
... (no change)
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Conclusions
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