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4.3
Client Reference Architecture

This clause provides more details of a client reference architecture for VR streaming applications and describes their components and interfaces. 

Figure 4.6 and Figure 4.7 show a high-level structure of the client reference architecture for VR DASH streaming and VR local playback, respectively, which consist of five functional components:

-
VR Application: The VR application controls the rendering depending on a user viewport or display capabilities. The application may communicate with other functional components, e.g., the access engine, the file decoder. The access engine or file decoder may parse some abstracted control information to the VR application and the application makes the decision on which adaptation sets or preselections to select or which tracks to choose taking into account platform or user information as well as the dynamic pose information. 

-
Access Engine: The access engine connects through a 3GPP bearer and provides a conforming VR presentation to the receiver. The access engine fetches the Media Presentation Description (MPD), constructs and issues requests and receives Segments or parts of Segments. In the case of local playback, the 3GPP VR Track is accessed from the local storage. The access engine may interface with the VR application function to dynamically change the delivery session. The access engine provides a conforming 3GPP VR track to the file decoder.
-
File Decoder: The file decoder processes the 3GPP VR Track to generate signals that can be processed by the renderer. The file decoder typically includes at least of two sub-modules; the file parser and the media decoder. The file parser processes the file or segments, extracts elementary streams, and parses the metadata, if present. The processing may be supported by dynamic information provided by the VR application, for example which tracks to choose based on static and dynamic configurations. The media decoder decodes media streams of the selected tracks into the decoded signals. The file decoder outputs the decoded signals and metadata which is used for rendering. The file decoder is the primary focus of the present document.

-
VR Renderer: The VR Renderer uses the decoded signals and rendering metadata and provides a viewport presentation taking into account the viewport and possible other information. With the pose, a user viewport is determined by determining horizontal/vertical field of view of the screen of a head-mounted display or any other display device to render the appropriate part of decoded video or audio signals. The renderer is addressed in individual media profiles. For video, textures from decoded signals are projected to the sphere with rendering metadata received from the file decoder. During the texture-to-sphere mapping, a sample of the decoded signal is remapped to a position on the sphere. Likewise, the decoded audio signals are represented in the reference system domain. The appropriate part of video and audio signals for a current pose is generated by synchronizing and spatially aligning the rendered video and audio. 

-
Sensor: The sensor extracts the current pose according to the user's movement and provides it to the renderer for viewport generation. The current pose may for example be determined by the head tracking and possibly also eye tracking functionalities. The current pose may also be used by the VR application to control the access engine on which adaptation sets or preselections to select (for the streaming case), or to control the file decoder on which tracks to choose for decoding (for the local playback case).

The main objective of the present document is to enable the file decoder to generate decoded signals and the rendering metadata from a conforming 3GPP VR Track by generating a bitstream that conforms to a 3GPP Operation Point. Both, a 3GPP VR Track as well as a bitstream conforming to an Operation Point are a well-defined conformance points for a VR File decoder and a Media Decoder. Both enable to represent the contained media in the VR reference system (spatially and temporally).

NOTE 1:
3GPP VR Track represents media in container formats according to the ISO/IEC 14496-12 [17] ISO Base Media File Format and may consist of one or more ISO BMFF tracks following the requirements of this specification.
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Figure 4.3-1: Client Reference Architecture for VR DASH Streaming Applications
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Figure 4.3-2: Client Reference Architecture for VR Local Playback

NOTE 2:
The dashed arrows indicate optional interfaces between components in the Figure 4.3-2. Viewport information should optionally be input to the access engine and file decoder.
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5.1.3
Operation Point Summary

The present document defines several operation points for different target applications and scenarios. In particular, two legacy operation points are defined that use existing video codecs H.264/AVC and H.265/HEVC to enable distribution of up to 4K full 360 mono video signals up to 60 Hz by using simple equirectangular projection.
In addition, one operation for each codec is defined that enables enhanced features, in particular stereo video, up to 8K mono, higher frame rates and HDR. 

Table 5.1-1 summarizes the Operation Points, the detailed definitions are defined in the remainder of clause 5.1 where 3k refers to 2880 × 1440 pixels, 4k to 4096 × 2048 pixels, 6k to 6144 × 3072 pixels and 8k to 8192 × 4096 pixels (expressed in luminance pixel width × luminance pixel height).
Note: The Table only provides an informative high-level summary and is not considered to be complete. The specification text in the remainder of clause 5.1 refines the table and takes precedence over any information documented in the table.
Restrictions on source formats such as resolution and frame rates, content generation and encoding guidelines are provided in Annex A.

Table 5.1-1: High-level Summary of Operation Points

	Operation Point name
	Decoder
	Bit depth
	Typical

Original
Spatial
Resolution
	Frame
Rate
	Colour space format
	Transfer

Characteristics
	Projection
	Rotation
	RWP
	Stereo

	Basic H.264/AVC


	H.264/AVC HP@L5.1
	8
	Up to 4k
	Up to 60 Hz
	BT.709
	BT.709
	ERP w/o padding
	No
	No
	No

	Main H.265/HEVC
	H.265/HEVC MP10@L5.1
	8, 10
	Up to 6k in mono and 3k in stereo
	Up to 60 Hz
	BT.709

BT.2020
	BT.709

	ERP w/o padding
	No
	Yes
	Yes

	Flexible H.265/HEVC
	H.265/HEVC MP10@L5.1
	8, 10
	Up to 8k in mono and 3k in stereo
	Up to 120 Hz
	BT.709 

BT.2020
	BT.709, 
BT.2100 PQ
	ERP w/o padding
CMP
	No
	Yes
	Yes


VR Rendering metadata in the Operation Points is carried in SEI messages. Receivers are expected to be able to process the VR metadata carried in SEI messages. However, the same VR metadata may be duplicated on system-level. In this case, the Receiver may rely on the system level processing to extract the relevant VR Rendering metadata rather than extracting this from the SEI message.
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5.1.5.4
Spatial Resolutions

Due to the options provided in this operation point, additional original format may be considered that can then be decoded and rendered by a Receiver conforming to this operation point. Recommended original formats beyond those specified in clause 5.1.4.3 for equirectangular projection (ERP) are:
-
Mono formats: 6144 × 3072, 5880 × 2880

-
Stereo formats with resolution for each eye: 3840 × 1920, 2880 × 1440, 2048 × 1024 

If original signals are beyond the maximum permitted resolution of the video codec, then the region-wise packing needs to be applied to generate suitable distribution formats.

The distribution formats are more flexible as additional VR metadata as defined in the remainder of clause 5.1.6 may be used. However, for the distribution formats, all requirements of H.265/HEVC Main-10 Profile Main Tier Profile Level 5.1 [5] shall apply to the decoded texture signal. 

According to H.265/HEVC Main-10 Profile Main Tier Profile Level 5.1 [6], the maximum luminance width and height does not exceed 8,444 pixels. In addition to the H.265/HEVC Main-10 Profile Main Tier Profile Level 5.1 [6] constraints, a Bitstream conforming to the 3GPP VR Flexible H.265/HEVC Operation point, the decoded texture signal shall in addition:

-
not exceed the luminance width of 8192 pixels, and

-
not exceed the luminance height of 8192 pixels. 

A Receiver conforming to the 3GPP VR Main H.265/HEVC Operation Point shall be capable of decoding and rendering Bitstreams with a decoded texture signal of maximum luminance width of 8192 pixels a, maximum luminance height of 8192 pixels and the overall profile/level constraints. 
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5.2.2.2
File Format Signaling and Encapsulation

3GP VR Tracks conforming to this media profile used in the context of the specification shall conform to ISO BMFF [17] with the following further requirements: 
-
The bitstream included on the track shall comply to the Bitstream requirements and recommendations for the Basic H.264/AVC Operation Point as defined in clause 5.1.4. 
-
The sample entry type of each sample entry of the track shall be equal to 'resv'. 
-
The scheme_type value of SchemeTypeBox in the RestrictedSchemeInfoBox shall be 'podv', and all instances of CompatibleSchemeTypeBox defined in ISO/IEC 23090-2 [13] in the same RestrictedSchemeInfoBox shall include at least the scheme_type value 'erpv'.
-
The untransformed sample entry type shall be equal to 'avc1' 
Note:
If a file decoder experiences issues in the playback of the VR Track with the restricted sample 'resv', but the application is able to control the rendering according to the VR rendering metadata, then the untransformed sample entry could be used to initialize the decoding process for the file decoder.

-
The Track Header Box ('tkhd') shall obey the following constraints:

-
The width and height fields for a visual track shall specify the track's visual presentation size as fixed-point 16.16 values expressed in on a uniformly sampled grid (commonly called square pixels) (of the decoded texture signal)

-
The Video Media Header ('vmhd') shall obey the following constraints:

-
The value of the version field shall be set to '0'.

-
The value of the graphicsmode field shall be set to '0'.

-
The value of the opcolor field shall be set to {'0', '0', '0'}.

-
The Sample Description Box ('stsd') obeys the following constraints:

-
A visual sample entry shall be used.

-
The box shall include a NAL Structured Video Parameter Set.

-
width and height field shall correspond to the cropped horizontal and vertical sample counts provided in the Sequence Parameter Set of the track.

-
It shall contain a Decoder Configuration Record which signals the Profile, Level, and other parameters of the video track.

-
It shall contain AVCConfigurationBox which signals the Profile, Level, Bit depth, and other parameters conforming to the bitstream constraints specified in clause 5.1.4.

 -
The Colour Information Box ('colr') should be present. If present, it shall signal the colour_primaries, transfer_characteristics and matrix_coeffs applicable to all the bitstreams associated with this sample entry.

-
The ProjectionFormatBox with projection_type equal to 0 as defined in ISO/IEC 23090-2 [13] should be present in the sample entry applying to the sample containing the picture.

-
It shall not contain the RegionWisePackingBox and StereoVideoBox. 

-
If the content contained in the Bitstream in the track does not cover the entire sphere, the CoverageInformationBox as defined in ISO/IEC 23090-2 [13] should be present. If present, only a single region may be signaled and the following restrictions apply:

-
The coverage_shape_type shall be set to 1.

-
The num_regions value shall be set to 1.


-
The view_idc_presence_flag shall be set to 0.


-
The default_view_idc shall be set to 0.

If 3GP VR Tracks conforming to the constraints of this media profile, the '3vrb' ISO brand should be set as a compatible_brand in the File Type Box ('ftyp'). 
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5.2.3.2
File Format Signaling and Encapsulation

3GP VR Tracks conforming to this media profile used in the context of the specification shall conform to ISO BMFF [17] with the following further requirements: 
-
The included in the video track shall comply to the Bitstream requirements and recommendations for the Main.265/HEVC Operation Point as defined in clause 5.1.5 with the additional constraints 

-
the region-wise packing SEI message (payloadType equal to 155). if present in any H.265/HEVC RAP, shall be present in any H.265/HEVC RAP and shall be identical for all H.265/HEVC RAP. 

-
The sample entry type of each sample entry of the track shall be equal to 'resv'.

-
The scheme_type value of SchemeTypeBox in the RestrictedSchemeInfoBox shall be 'podv', and all instances of CompatibleSchemeTypeBox defined in ISO/IEC 23090-2 [13] in the same RestrictedSchemeInfoBox shall include at least one of the scheme_type values 'erpv' and 'ercm'.

-
The untransformed sample entry type shall be equal to 'hvc1'.
Note:
If a file decoder experiences issues in the playback of the VR Track with the restricted sample 'resv', but the application is able to control the rendering according to the VR rendering metadata, then the untransformed sample entry could be used to initialize the decoding process for the file decoder.

-
The Track Header Box ('tkhd') shall obey the following constraints:

-
The width and height fields for a visual track shall specify the track's visual presentation size as fixed-point 16.16 values expressed in on a uniformly sampled grid (commonly called square pixels) (of the decoded texture signal)

-
The Video Media Header ('vmhd') shall obey the following constraints:

-
The value of the version field shall be set to '0'.

-
The value of the graphicsmode field shall be set to '0'.

-
The value of the opcolor field shall be set to {'0', '0', '0'}.

-
The Sample Description Box ('stsd') obeys the following constraints:

-
A visual sample entry shall be used.

-
The box shall include at least one Sequence Parameter Set NAL unit.

-
width and height field shall correspond to the cropped horizontal and vertical sample counts provided in the Sequence Parameter Set of the track.

-
It shall contain a Decoder Configuration Record which signals the Profile, Level, and other parameters of the video track.

 -
The Colour Information Box ('colr') should be present. If present, it shall signal the colour_primaries, transfer_characteristics and matrix_coeffs applicable to all the bitstreams associated with this sample entry.

-
The ProjectionFormatBox with projection_type equal to 0 as defined in ISO/IEC 23090-2 [13] shall be present in the sample entry applying to the sample containing the picture.

-
If the content contained in the Bitstream in the track does not cover the entire sphere, the CoverageInformationBox as defined in ISO/IEC 23090-2 [13] should be present. If present, only a single region may be signaled and the following restrictions apply:

-
The coverage_shape_type shall be set to 1, i.e. the sphere region is specified by two azimuth circles and two elevation circles.

-
The num_regions value shall be set to 1.


-
The view_idc_presence_flag shall be set to 0.


-
The default_view_idc shall be set to 0 or 3.

-
If the content contained in the Bitstream in the track includes the region-wise packing SEI message (payloadType equal to 155), then the RegionWisePackingBox as defined in ISO/IEC 23090-2 [17] shall be present. It shall signal the same information that is included in the region-wise packing SEI message(s) in the elementary stream.
-
If the content contained in the Bitstream in the track does includes the frame packing arrangement SEI message (payloadType equal to 45) in the video stream, the StereoVideoBox shall be present in the sample entry applying to the sample containing the picture. When StereoVideoBox is present, it shall signal the frame packing format that is included in the frame packing arrangement SEI message(s) in the elementary stream.
If 3GP VR Tracks conforming to the constraints of this media profile, the '3vrm' ISO brand should be set as a compatible_brand in the File Type Box ('ftyp'). 
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5.2.4.2
File Format Signaling and Encapsulation

When a track is the only track in a file, compatible_brands containing a brand equal to '3vra' in FileTypeBox indicates that the track conforms to this media profile. When a file contains multiple tracks, compatible_brands containing a brand equal to '3vra' in FileTypeBox indicates that at least one of the tracks conforms to this media profile.
-
The video track shall be indicated to conform to this media profile through one or both of FileTypeBox and TrackTypeBox.

-
At least one sample entry type of each sample entry of the track shall be equal to 'resv'.

-
The scheme_type value of SchemeTypeBox in the RestrictedSchemeInfoBox shall be 'podv', and of all instances of CompatibleSchemeTypeBox defined in ISO/IEC 23090-2 [13] in the same RestrictedSchemeInfoBox shall include at least one of the scheme_type values 'erpv' and 'ercm'.

-
The untransformed sample entry type shall be equal to 'hvc1' or 'hvc2'. 

-
When the untransformed sample entry type is 'hvc2', the track shall include one or more 'scal' track references.

-
LHEVCConfigurationBox shall not be present in VisualSampleEntry.

-
HEVCConfigurationBox in VisualSampleEntry shall be added such that it does not contradict to the Bitstream requirements of the Flexible H.265/HEVC operation point in clause 5.1.6.

-
The track_not_intended_for_presentation_alone flag of the TrackHeaderBox may be used to indicate that a track is not intended to be presented alone.

-
The Track Header Box ('tkhd') shall obey the following constraints: 

-
The width and height fields for a visual track shall specify the track's visual presentation size as fixed-point 16.16 values expressed in on a uniformly sampled grid (commonly called square pixels) (of the decoded texture signal)

-
The Video Media Header ('vmhd') shall obey the following constraints:

-
The value of the version field shall be set to '0'.

-
The value of the graphicsmode field shall be set to '0'.

-
The value of the opcolor field shall be set to {'0', '0', '0'}.

-
The Sample Description Box ('stsd') obeys the following constraints:

-
A visual sample entry shall be used.

-
The box shall include a NAL Structured Video Parameter Set.

-
width and height field shall correspond to the cropped horizontal and vertical sample counts provided in the Sequence Parameter Set of the track. 

-
It shall contain a Decoder Configuration Record which signals the Profile, Level, and other parameters of the video track. 

-
The Colour Information Box ('colr') should be present. If present, it shall signal the colour_primaries, transfer_characteristics and matrix_coeffs applicable to all the bitstreams associated with this sample entry.

-
A ProjectionFormatBox as defined in ISO/IEC 23090-2 [13] shall be present in the sample entry with projection_type equal to 0 or 1. 

-
If the content contained in the Bitstream in the track does not cover the entire sphere, the CoverageInformationBox as defined in ISO/IEC 23090-2 [13] should be present.
-
If the video content contained in the Bitstream in the track is a subset of the entire video content carried in the file and the CoverageInformationBox as defined in ISO/IEC 23090-2 [13] is present, the following restrictions apply:

-
If the equirectangular projection is used then,

-

The coverage_shape_type shall be set to 1, i.e. the sphere region is specified by two azimuth circles and two elevation circles.

-
The num_regions value shall be set to 1.
-
If the cubemap projection is used, then one of the two following options applies:
a)
The coverage_shape_type shall be set to 1, i.e. the sphere region is specified by two azimuth circles and two elevation circles and the num_regions value shall be set to 1, or

b)
The coverage_shape_type shall be set to 0, i.e. the sphere region is specified by four great circles.
-
The view_idc_presence_flag shall be set to 0.

-
The default_view_idc shall be set to 0 or 3.

-
If the content contained in the Bitstream in the track includes the region-wise packing SEI message (payloadType equal to 155), then the RegionWisePackingBox as defined in ISO/IEC 23090-2 [17] shall be present. It shall signal the same information that is included in the region-wise packing SEI message(s) in the elementary stream.

-
If the content contained in the Bitstream in the track includes the frame packing arrangement SEI message (payloadType equal to 45) in the video stream, the StereoVideoBox shall be present in the sample entry applying to the sample containing the picture. When StereoVideoBox is present, it shall signal the frame packing format that is included in the frame packing arrangement SEI message(s) in the elementary stream.
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6.1.4.3.3
Random Access

The audio decoder is able to start decoding a new audio stream at every random access point (RAP). As defined in clause 6.1.4.2, the sync sample (RAP) contains the configuration information (PACTYP_MPEGH3DACFG and PACTYP_AUDIOSCENEINFO) that is used to initialize the audio decoder. After initialization, the audio decoder reads encoded audio frames (PACTYP_MPEGH3DAFRAME) and decodes them.

To optimize startup delay at random access, the information from the MHAS PACTYP_BUFFERINFO packet should be taken into account. The input buffer should be filled at least to the state indicated in the MHAS PACTYP_BUFFERINFO packet before starting to decode audio frames.

NOTE 1:
It may be necessary to feed several audio frames into the decoder before the first decoded PCM output buffer is available, as described in ISO/IEC 23008-3 [19], clause 5.5.6.3 and clause 22.

It is recommended that, at random access into an audio stream, the receiving device performs a 100ms fade-in on the first PCM output buffer that it receives from the audio decoder.
NOTE 2:
The MPEG-H 3D Audio Codec can output the original input samples without any inherent fade-in behavior. Thus, the receiving device needs to appropriately handle potential signal discontinuities, resulting from the original input signal, by fading in at random access into an audio stream.
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6.2.2.2.1
General

3GP VR Tracks conforming to this media profile used in the context of the specification shall conform to the ISO BMFF [17] with the following further requirements: 
-
The audio track shall comply to the Bitstream requirements and recommendations for the Operation Point as defined in clause 6.1.4. 

-
The sample entry 'mhm1' shall be used for encapsulation of MHAS packets into ISO BMFF files, per ISO/IEC 23008‑3 [19], clause 20.6. 

-
All ISO Base Media File Format constraints specified in ISO/IEC 23090-2 [12], clause 10.2.2.3 shall apply.

-
ISO BMFF Tracks shall be encoded following the requirements in ISO/IEC 23090-2 [12], clause 10.2.2.3.1. 
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8.2
3GPP VR File

A 3GPP VR Presentation may be provided in an ISO BMFF conforming file. A 3GPP VR File is defined as a file that conforms to ISO BMFF [17] and for which at least two tracks are present whereby:

-
at least one track conforms to a 3GPP VR Track according to a video media profile defined in clause 5,

-
at least one track conforms to a 3GPP VR Track according to an audio media profile defined in clause 6.

Conformance to a 3GPP VR File may be signalled with a compatibility brand '3gvr'.  
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8.3
3GPP VR DASH Media Presentation

A 3GPP VR Presentation may be provided in DASH Media Presentation. A 3GPP VR DASH Media Presentation is defined as a DASH Media Presentation that conforms to 3GP DASH and for which at least two Adaptation Sets are present whereby

-
at least one Adaptation Set conforms to an Adaptation Set for a video media profile defined in clause 5,

-
at least one Adaptation Set conforms to an Adaptation Set for an audio media profile defined in clause 6.

Conformance to a 3GPP VR File may be signalled with an MPD @profiles parameter'urn:3gpp:vrstream:presentation'.  
=====  AUTONUM   CHANGE  =====
Annex X (informative):
Registration Information
X.1
3GPP Registered URIs

The clause documents the registered URIs in this specification following the process in http://www.3gpp.org/specifications-groups/34-uniform-resource-name-urn-list
Table X-1 lists all registered URN values as well as 
-
a brief description of its functionality;

-
a reference to the specification or other publicly available document (if any) containing the definition;

-
the name and email address of the person making the application; and

-
any supplementary information considered necessary to support the application.
Table X-1: 3GPP Registered URNs
	URN
	Description
	Reference
	Contact
	Remarks

	urn:3GPP:vrstream:mp:video:basic
	DASH profile identifier for VR Streaming Basic Video Media Profile
	TS 26.118, clause 5.2.2.3 
	Thomas Stockhammer

tsto@qti.qualcomm.com
	none

	urn:3GPP:vrstream:mp:video:main
	DASH profile identifier for VR Streaming Main Video Media Profile
	TS 26.118, clause 5.2.3.3 
	Thomas Stockhammer

tsto@qti.qualcomm.com
	none

	urn:3GPP:vrstream:mp:video:advanced
	DASH profile identifier for VR Streaming Advanced Video Media Profile
	TS 26.118, clause 5.2.4.3 
	Thomas Stockhammer

tsto@qti.qualcomm.com
	none

	urn:3GPP:vrstream:ve:<id>
	Viewpoint Descriptor Scheme for Ensemble Signaling
	TS 26.118, clause 5.2.3.3.4 
	Thomas Stockhammer

tsto@qti.qualcomm.com
	none

	urn:3GPP:vrstream:presentation
	DASH profile identifier for VR DASH Media Presentation
	TS 26.118, clause 8.3 
	Thomas Stockhammer

tsto@qti.qualcomm.com
	none
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