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Below is a proposed Use case for addition to TR 26.928	“Extended Reality (XR) in 5G” according to the agreed template.

	Use Case Name

	use case proposal: Police Critical Mission with AR

	Description

	· A squad team of police officers (Hugo, Paco and Luis) are sent to a dangerous location to perform a task, for instance, a rescue mission
· Each team member is equipped with a helmet with:
· AR displays (or AR Glasses), 
· stereo headphones with embedded microphones for capturing the surrounding sound and a microphone for conversational purposes (see audio sub- use case below)
· VR360 camera, e.g. double fish eye or a more advance camera array in such way that are located in surface of the helmet (for safety reasons)
· 5G connectivity and very accurate 5G location
· Each team member can talk each other via PTT or duplex communication
· Each team capture and deliver VR video with extremely low latency to central police.
· A lower quality may be sent to lower the latency requirement
· A high quality is stream up for recording purposes
· Surround sound maybe capture as well.
· The squad team can be backed up by one or more drones relaying 360 VR video, hyper-sensorial data, and enabling XR haptics.
· Squad team members can augment their surroundings with drone data.
· Squad team members can extend their physical presence by taking over control of one or more drones.
· Police central operations can extend their physical presence by taking over control of one or more drones.
· At the police central facilities, they can see each VR360 camera and have communication to all members of the team
· Each squad team may have a counterpart (person) who is monitoring VR360 camera using HMD so can assist for dangerous situation outside of its field of view. This may be an automated process too that signal Graphics information of an incoming danger.
· The central facilities may share additional information to every team member such maps, routes, location of possible danger and additional information via text or simple graphics
· Each team member shared their accurate positioning to each team and can be displayed/indicated in the AR display (e.g. showing that someone is behind a wall)
· Each camera VR capture is analyzed in real time to identify moving objects and shared to others team members (as point above)
Audio
· Each team communicates via microphone, and automatic Speech to text can be generated so it is rendered in AR display in case of noisy conditions
· Stereo communication is needed to enhance the intelligibility 
· Since each team is wearing stereo headset
· Microphones are place near speakers to capture the surround noise and it is feedback (with no latency) to each earpiece.
· The receiving audio of each team member is 3D spatially placed (e.g. in front or in the direction where the other team members are located) so the user does not get distracted from the surround sound environment. (this audio is mixed with the microphone feedback)


	Categorization

	Type: AR, VR
Degrees of Freedom: 3DoF to 6DoF
Delivery: Local, Streaming, Interactive, Conversational
Device: 5G AR Glasses/Helmet, VR camera/microphone, Audio stereo headset, 5G accurate positioning

	Preconditions

	· AR 5G Glasses/Helmet
· VR camera and microphone capture 
· 5G connectivity and positioning
· Real time communication
· One or more drones relaying 360 VR video, hyper-sensorial data, and enabling XR haptics

	Requirements and QoS/QoE Considerations

	· Accurate user location (indoor/outdoor) 
· Low latency
· High bandwidth


	Feasibility

	· TBA

	Potential Standardization Status and Needs

	· 5G connectivity with dedicated slices for high resilience on critical communications
· 5G positioning
· MTSI/MCPTT SWB/FB voice communication
· MTSI/FLUS uplink 3D audio 
· MTSI/FLUS uplink VR
· Downlink AR video with overlaid graphics with local/cloud computation and rendering
· Downlink AR audio with mixed-in 3D audio objects with local/cloud computation and rendering
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