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Abstract

This contribution discusses the IVAS design constraints from an end-to-end perspective. The discussion leads to the insight that IVAS with its diverse use cases will be defined to operate on a large variety of audio capture formats. To limit the implementation cost it is proposed to introduce a customizable simplification stage prior to the actual IVAS codec stage, where the codec stage merely operates on a small number of different input formats. It is further suggested that the IVAS codec offers coding only for a small number of audio representations that enable audio reconstruction at different Quality of Experience levels from mono to fully immersive.
1. Introduction

The IVAS with its target use cases of immersive telephony, immersive conferencing and VR/immersive content distribution will be offered over a wide range of devices, endpoints and network nodes. These include mobile phone, tablet, laptop/desktop computers, conference phone, conference room, VR/AR gear, home theatre, as illustrated by in exemplary Fig. 1. For the IVAS immersive conferencing use case, the source previously provided a detailed discussion [1].
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Figure 1: Illustration of wide range of potential devices served by IVAS
The devices/endpoints may have various acoustic interfaces for sound capture and render. For instance, a mobile phone may be operated in various modes from handset to headset to various kinds of handsfree modes with and without external microphones or loudspeakers. Likewise, any of the listed devices/endpoints, may employ one or multiple built-in or connected microphones/loudspeakers of various kinds and configured in various setups. The network node may receive its audio input from any of the connected remote devices as well as from some storage device or some synthetic sound source.

This plurality illustrates that it is not practical for the IVAS standard to specifically address all possible acoustic interfaces and all the various ways to capture the input audio. In that respect, there will be no difference to previous speech and audio codec standards. The acoustic interfaces were never specifically addressed. However, while previous speech and audio coding standards offered an interface for direct coding of the speech/audio signals after acoustic pre-processing, in the IVAS case, the variety of currently considered audio formats [2] is still substantial: IVAS shall enable very diverse use cases and address a very wide range of audio formats, spanning from mono to stereo to numerous immersive audio formats.  

In this contribution the source takes a close look at the end-to-end IVAS signal processing chain. It concludes that the wide range of audio formats would lead to significant implementation/deployment costs if the codec and thus any IVAS enabled device would have to support them all. 

As a solution to this, it is here proposed to introduce a customizable simplification stage prior to the (actual) IVAS core codec, which thereby will help to substantially improve the economics of IVAS deployments. Further, the contribution will derive some IVAS codec design constraints, based on the end-to-end signal flow illustrated in Fig. 2. 
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Figure 2: End-to-end IVAS media processing chain
2. Discussion

a. Capture

IVAS audio capture may be characterized by the kind of audio signal it delivers after acoustic signal pre-processing. Depending on the number of processed microphone signals and configurations of the acoustic interface, there are three major capture scenarios: mono, stereo and multi-microphone. The actual capture stage is subject to vendor specific customizations that may follow individual device and market strategies. 

Irrespective of these specifics, the following set of capture scenarios are deemed relevant:  

· Mono
In this basic scenario a mono audio signal is captured with a single microphone. As an example, mono capture may happen in devices 2 (PSTN/PLMN phone), 3 (Legacy UE), 5 (IVAS UE with handsfree headset), 6 (Computer softphone with connected headset), and 11 (VR gear) of Fig. 1. 

· Stereo
Stereo audio signal capture is possible with various recording/microphone techniques. As an example, stereo capture may happen in devices 4 (IVAS UE), 7 (Open laptop), 9 (Conference room), and 10 (Home theatre) of Fig. 1. 

Below follows a list of stereo capture techniques that may be relevant for IVAS.  

· Stereo XY
In this scenario a stereo audio signal is captured with two directional microphones at same location placed at a spread angle of typically 90° or more. The stereo effect results from inter-channel level differences.

· Stereo AB
In this scenario a stereo audio signal is captured with two spatially displaced (typically omni-directional) microphones. The stereo effect results from inter-channel level and inter-channel time differences. The distance between the microphones has considerable influence on the perceived stereo width. 

· Stereo ORTF
In this scenario a stereo audio signal is captured with two directional microphones in a well-defined configuration with 17 cm displacement and a spread angle of 110°. The ORTF Stereo configuration is widely used for stereo capture.  

· Stereo M/S
M/S recordings are typically done with two microphones with different characteristics that are arranged such that the one microphone signal is the mid signal and the other the side signal. The stereo effect of signals from M/S microphone recordings builds typically on inter-channel level differences, like in the XY case.
· Spatial Stereo (or binauralized stereo (LbRb))

Spatial Stereo originally relates to the case of artificial head recordings. While this is a less likely IVAS capture scenario, spatial stereo input may be synthetically generated e.g. in a call server with virtual binaural render of a synthetic spatial conference scene. 
· Multi-microphone
This capture scenario involves an arrangement of at least 3 microphones. Such an arrangement is required for capture of spatial audio signal. It is also frequently used to enable powerful ambient noise suppression. The larger the number of microphones, the more details of the spatial scene can be captured or the better the accuracy of the captured scene may be. Multi-microphone capture may not always be utilized for spatial recordings, but for instance only for noise suppression processing instead. As an example, in Fig. 1, a UE operated in handsfree mode may utilize multiple microphones to produce a mono, stereo or spatial audio signal. Likewise, an open laptop computer with multiple microphones (Device 7) may be used to produce a stereo capture. Laptops are being released with between two to four MEMS microphones. Multi-microphone immersive audio capture may for instance happen in conference phones (Device 8). 

b. Acoustic pre-processing

The captured audio signals are generally not directly ingested into a voice or audio codec but rather first undergo a pre-processing stage. This stage may involve noise and echo cancellation processing, channel downmix and upmix (reducing or increasing the number of audio channels), and/or any kind of spatial processing. This leads ultimately to an audio signal that is generally suitable for coding and transmission. The specific implementation of the acoustic pre-processing is up to the device manufacturer as it depends on the specifics of the audio capture with a given device. However, requirements set by pertinent acoustic interface specifications may set limits for these implementations and ensure that certain quality requirements are met. The acoustic pre-processing is ultimately done with the purpose to produce the different audio signal kinds, or audio input formats, that IVAS is supposed to handle in order to enable the various IVAS target use cases. The present draft of the IVAS design constraints [2] requires support of the following audio formats. We also list further spatial formats that are presently under consideration:

· Mono
Mono operation is not a typical case for IVAS. However, capture capabilities in a device may be limited to mono. There may also be other reasons why an audio signal is only available in mono, e.g., that the IVAS encoder operates in a network node with mono input from a remote device (Fig.1, Device 1).
 

· Stereo
The acoustic pre-processing converts the captured signals into a kind of normalized representation meeting certain conventions like the channel ordering to be Left-Right. For M/S stereo capture this process may for instance involve a matrixing operation to conform with such a convention. After the pre-processing, the stereo signal follows its representation conventions but explicit information about their specific stereo capture scenario is typically removed and not further propagated. One exception may be when the audio signal is spatial stereo (LbRb), for which there may (or may not) be some metadata indication. In any case, it is necessary to make the codec robust to the various stereo signal properties associated with the possible capture scenarios. When testing the IVAS codec, it must be ensured that the codec is evaluated with signals recorded according all relevant capture scenarios.   


· Spatial
The kind of spatial input signals obtained after acoustic pre-processing may much depend on the sending device type and its capabilities. The following associated audio formats are already implicitly or explicitly mandated by the IVAS design constraints or at least under consideration:

· Low-resolution spatial: spatial-WXY, FOA
The spatial-WXY format relates to a three-channel first-order planar B-format audio representation, i.e. with omitted height component (Z). It is relevant especially for bit rate efficient immersive telephony and immersive conferencing scenarios where spatial resolution requirements are not very high and where the spatial height component can be considered irrelevant. The format is especially useful for conference phones as it enables receiving clients to perform immersive rendering of the conference scene captured in a conference room with multiple participants. Likewise, the format is of use for conference servers that may spatially arrange the conference participants in a virtual meeting room. FOA, in contrast, contains the height component (Z) as the 4th component signal. FOA representations are relevant for low-rate VR applications.

· High-resolution spatial: channel-, object- and scene-based spatial formats
Depending on the number of involved audio component signals, each of these formats allows spatial audio to be represented with virtually unlimited resolution. For certain reasons, such as bit rate and complexity, there are however practical limitations to the number of component signals (e.g. 12). The present IVAS codec design constraints require support for all these formats. 
· Further spatial formats like the recently proposed metadata-assisted spatial audio (MASA) format [3] or the HOA transport format (HTF) [4] are currently under consideration to become a required audio format for IVAS.

Note that for network nodes the acoustic pre-processing of the audio signal will generally be done at the source device. However, it is possible that the node carries out some signal enhancement. Note also for the case of synthetic audio signals that these will generally not be subject to acoustic pre-processing.  

c. Simplification stage

If required for any device supporting IVAS, the large number and variety of audio input formats discussed in the preceding section would result in substantial cost in terms of complexity, memory footprint as well as for implementation testing and maintenance. However, not all devices will have the capability and would not at all benefit from supporting all audio formats. For instance, there may be IVAS enabled devices supporting only stereo but no spatial capture. Other devices may only support low-resolution spatial input, while a further class of devices might support HOA capture only. Thus, in practice, different devices would only make use of certain subsets of the audio formats. If, nevertheless, the IVAS codec had to support direct coding of all audio formats, the codec would become unnecessarily complex and expensive. 

As a solution for this problem, it is proposed to introduce a simplification stage prior to the actual IVAS core codec. This stage will convert the various specific input formats supported by a device to a reduced common set of codec ingest formats. Three such ingest formats would need to be supported by the IVAS core codec: 
· Mono

· Stereo 
· Spatial Mezzanine 
While mono and stereo formats are not any different from the respective formats as produced by the acoustic pre-processing stage, the spatial format should be a kind of Mezzanine format that is versatile and powerful enough to efficiently and accurately represent a spatial audio signal originally represented in any channel-, object- and scene-based format (or combination thereof) or MASA or HTF or even any other format to be defined in future. One such format that could serve as spatial mezzanine format is a representation as m Objects and n-th order HOA (“mObj+HOAn”), where m and n are low integer numbers (incl. 0). The strength of this format was already successfully demonstrated during the VRStream audio profile standardization activity as part of the MAEC audio profile candidate [5]. 

In addition to the core audio ingest data, it is expected that there may be associated metadata which is generated along with the processing in the simplification stage. This metadata may be for further discussion.

The simplification stage offers the following advantages:

· Complexity reduction due to customization. Implementers have the choice to select and support only a subset of audio capture formats that is relevant for their device.

· IVAS encoder complexity reductions since the number of audio components it has to compress is reduced to a reasonable number.

· IVAS decoder complexity reductions as input and output audio formats are decoupled and as the decoder does not have to recover the various possible audio input formats.
The described separation between simplification stage and IVAS core encoder does not imply that these stages should necessarily be physically separated. In particular, the simplification processing may well be integral part of the encoder processing, as this may allow the combined simplification+encoder operation to be implemented with lower latency. In this case, the mezzanine formatted signal may not occur explicitly in the capture device, but it does occur in the playback device.
d. IVAS Core Coding & Decoding

The IVAS Core encoder operates on mono, stereo or spatial audio signals provided by the simplification stage. The actual coding is made dependent on a codec mode selection that may be based on the negotiated IVAS service level, send and receive side device capabilities, and the available bit rate.  

Service-level dependent coding

The service level may for instance be associated with IVAS use cases such as IVAS stereo telephony, IVAS immersive conferencing, IVAS user-generated VR streaming, etc. A concept that address the needs of such service levels was earlier introduced by the source [6] and should remain under consideration. It entails suitable major IVAS codec operation modes (HE, LC, HQ) associated with the service level. Each major operation mode may have support for the coding of multiple audio representations.
Coding dependent on device capabilities

The choice of the audio representation to be coded may be done in response to send and receive side device capabilities. For instance, depending on send device capabilities, the encoder may not have access to a spatial ingest signal; i.e. it may only be provided with a mono or a stereo signal. Likewise, end-to-end capability exchange or a corresponding codec mode request may have indicated that the receiving end has certain render limitations making it unnecessary to encode and transmit a spatial audio signal or, vice-versa, there may be a request for spatial audio. 

There are however also cases where end-to-end capability exchange cannot fully resolve the remote device capabilities. One example is that the encode point does not have information as to whether the decode will be to a single mono speaker, stereo speakers or whether it will be binaurally rendered. The actual render scenario may even vary during a service session, for instance with a connected playback equipment that may change. Another such case is where there is no end-to-end capability exchange since the sink device is not connected during the IVAS encoding session; this may happen for voice mail service or in (user generated) VR content streaming services. Another important scenario where receive device capabilities are unknown or cannot be resolved due to ambiguities is when a single encode needs to support multiple endpoints. For instance, in an IVAS conference or VR content distribution, one endpoint might be using a headset and another might render to stereo speakers.

A straightforward though less desirable way to address this problem would be to always assume the lowest 


receive device capability, i.e. mono, and to select a corresponding audio operation mode. More sensible is to require that the IVAS codec, even if operated in a mode supporting spatial or stereo audio can always deduce a decoded audio signal that can be rendered on devices with respectively lower audio capability. In other words, a signal encoded as spatial audio signal shall also be decodable for both stereo and mono render. Likewise, a signal encoded as stereo shall be decodable for mono render. The source notes that there is an ongoing discussion if it shall always be possible to extract an EVS bit stream for mono decoding.
As an illustration, assuming IVAS conferencing, the call server should only need to implement a single encode and send the same encode to multiple endpoints, some of which may be binaural and some of which may be stereo. This corresponds in Fig. 1 to the case where a single two channel encode should support both rendering on Device 7 and 9 with stereo speakers and immersive rendering with binaural presentation on Devices 5, 6 and 11. Thus, the encode should support both outcomes simultaneously. As a result, one implication is that the two-channel encode should support both stereo speaker playout and binaural rendered playout with a single encode.   

Bit rate dependent coding

Besides service level and device capabilities, the available bit rate is another essential parameter controlling codec operation. It is obvious that the bit rate needs will increase with the required quality level. However, irrespective the used bit rate, quality of experience is limited to the spatial audio capability of a given audio mode, which in turn is related to its underlying audio representation. To improve quality of experience over such a limit, a spatially more capable audio mode has to be chosen. In the following, the source defines and motivates the following audio representations that the IVAS codec should support:
· Mono – conventional mono representation

· Stereo – conventional stereo with left-only and right-only component signals (LoRo)

· Spatial Stereo – binauralized representation of spatial audio (LbRb)

· Spatial Mezzanine – spatial mezzanine format audio representation

Starting from the low end, clearly, only Mono audio is possible at the lowest bit rates. EVS, which would be used for that case, offers mono operation down to 5.9 kbps. As bit rate increases, higher quality is achieved. However, QoE remains limited due to mere mono representation. 
The next higher level of QoE becomes possible when Stereo audio is enabled, however requiring a higher bit rate than the lowest mono bit rate to offer useful quality, simply because there are now two audio signal components to be transmitted. The Stereo representation deals typically with conventional stereo signals with left-only and right-only component signals (LoRo). However, the coding should be sufficiently robust even in case the ingested audio signal is binauralized stereo.
Even higher QoE than stereo requires spatial sound experience. At the lower end of the bit rate range, this experience can be enabled with a binaural representation of the spatial signal, referred to as Spatial Stereo. It relies on encoder-side binaural pre-rendering (with appropriate HRTFs) of the spatial audio signal ingest into the encoder and is likely the most compact spatial representation since it is composed of only two audio component signals. Since it carries more perceptual information, the bit rate required to achieve a sufficient quality is possibly higher than the necessary bit rate for a conventional stereo signal. The downside of the spatial stereo representation may be limitations regarding customization of the rendering at the receiving end. These may comprise a restriction to headphone render, to using a pre-selected set of HRTFs, or to render without head tracking. Consequently, this lack of versatility limits QoE. For clarity, the source assumes here that the encoder pre-renders a general spatial input signal into a Spatial Stereo signal. Spatial Stereo signal may also directly be ingested into the encoder (possibly but not necessarily indicated by metadata), e.g. in the call server case with virtual binaural render of a synthetic spatial conference scene. 

Even higher QoE at higher bit rates is enabled by direct coding of the Spatial Mezzanine representation, allowing to reconstruct the same. Depending on bit rate the number of transmitted audio component signals (its ‘order’) may be adjusted. This enables low to high spatial resolution depending on the available bit rate and offers the flexibility to address a large range of render scenarios, including binaural with head-tracking. 
The described behaviour of QoE improving with bit rate and with spatially increasingly capable audio representations is illustrated in qualitative Fig. 3.
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Figure 3: Qualitative behavior of offered Quality of Experience over Bit rate and used Audio Representations
Bit rate support

In line with the already agreed upon IVAS design constraints, when EVS bit-exact mono operation is used, the IVAS codec shall operate at the bit rates of the EVS codec, i.e. in a range from 5.9 to 128 kbps. 

For low-rate stereo (LoRo) operation with transmission in bandwidth constrained environments, as previously proposed [6], bit rates down to 13.2 kbps should be required. This requirement should however be subject to technical feasibility and still enable attractive IVAS service operation.

For low-rate spatial stereo (LbRb) operation with transmission in bandwidth constrained environments, the lowest reasonable bit rates enabling spatial rendering and simultaneous stereo rendering are currently unknown. The source believes that operation down to 24.4 kbps or lower should be possible. As above, this respective requirement should be subject to technical feasibility and enable attractive IVAS service operation.

For coding of spatial mezzanine audio, low spatial resolution (spatial-WXY, FOA) should be possible down to 24.4 kbps. As above, this respective requirement should be subject to technical feasibility and enable attractive IVAS service operation. It appears likely that the quality offered at this bit rate with the spatial stereo mode will be higher but, as discussed previously, the spatial mezzanine representation overcomes certain rendering limitations of binauralized stereo.

When assessing the feasibility of certain low bit rate requirements for the different IVAS codec modes, use case specific limitations may be considered. For instance, the lowest bit rates may be required for the IVAS conversational use cases with predominant voice content but not necessarily for VR content distribution. 
e. Render stage

IVAS services are expected to be offered on a wide range of devices, as illustrated in Fig. 1. It is assumed that the audio rendering will be accomplished by a rendering engine that is logically separated from the IVAS core decoder. This stage will receive the decoded audio signal corresponding to the selected audio representation, i.e. mono, stereo (LoRo), spatial stereo (LbRb) or spatial mezzanine. Metadata may assist the rendering operation. Even a network node, typically a conference call server, may apply (virtual) audio rendering prior to mixing and re-encoding. As the render stage is endpoint specific, it is subject to vendor specific device customization.

3. Conclusion and Proposal

Based on the above discussion, it is suggested that the IVAS codec shall be preceded by a customizable simplification stage. The customization enables support for only those audio formats that the device, based on its capture and acoustic pre-processing capabilities, is able to produce.

Further, the IVAS codec should offer the capability of coding the received audio in the following representations:
· Mono – conventional mono representation
· Stereo – conventional stereo with left-only and right-only component signals (LoRo)

· Spatial Stereo – binauralized representation of spatial audio (LbRb)
· Spatial Mezzanine – spatial mezzanine format audio representation
The following additional behaviour should be required:
· Each coded audio representation must also support rendering from all respectively simpler representations. This means that the stereo mode must not exclude mono rendering, i.e. the spatial stereo representation must support stereo (LoRo) and mono decoding and rendering, and that there must be the possibility to render an audio signal encoded in the spatial mezzanine format in spatial stereo (LbRb), stereo (LoRo) and mono.      

· The minimum quality offered by a mode when operated with its lowest bit rate must be sufficient for the service. Too low quality may otherwise lead to certain markets, products or operators avoiding supporting this bit rate while others might still use it. This ultimately leads to market fragmentation and service interoperability issues. 
Section 4 makes a proposal how to add the corresponding design constraints to the present draft of the IVAS-4 permanent document. The proposed requirement on the minimum offered quality of codec modes requires further study and should then be incorporated into the IVAS performance requirements permanent document IVAS-3.
4. Suggested IVAS-4 edits

The source proposes to merge the above design constraints with the present draft of the IVAS-4 permanent document as follows:

	Simplificaton stage
	The IVAS encoder comprises a customizable simplification stage preceding the IVAS core encoder.

The simplification stage shall operate on Audio inputs in any of the required Audio Formats and convert them to the following representations that are fed into the IVAS core encoder:

· Mono

· Stereo (LoRo/LbRb)

· Spatial mezzanine.

These representations may be accompanied by metadata.

The Spatial Mezzanine representation consists of m audio objects plus an ambisonics representation of suitable order n.
Note: The simplification processing may be integral part of the encoder processing and there is no requirement to expose the audio representations on a defined interface of the encoding device.

	Sampling Frequency and Audio Bandwidth
	The encoder shall support 16, 32, and 48 kHz sampling rates in all operation modes. 

The decoder shall support 16, 32, and 48 kHz sampling rates in all operation modes. 

Note: Functions that are necessary for achieving the arbitrary selection of encoder / decoder input / output sampling rate are envisioned to be a part of the IVAS candidate.

The encoder shall support input signals with different input signal bandwidth (NB, WB, SWB, and FB) with frequency masks as defined for EVS.

The encoder and decoder shall support 8kHz sampling when EVS bit-exact operation is used (See Backward Interoperability)

	Audio Formats


	The IVAS codec shall support the following [input] formats:

· Channel-based audio, including mono (1.0), stereo (2.0), surround (5.1 and 7.1), [surround + height (5.1+4 and 7.1+4), TBD]

· Scene-based audio, first-order (FOA) and up to [N]-order ambisonics. 

Note: ACN component ordering and SN3D normalization.

· [Spatial audio, [N] channels and spatial metadata defined by [TBD].]

[Editor’s Note FFS: Spatial metadata definition for the spatial audio format will require further input.]
· Object-based audio, with support for at least [TBD] individual [mono] object streams. Each audio object shall be defined by [TBD metadata parameters].

[In addition, the IVAS codec shall support combinations of the above, totalling to no more than [TBD] audio streams. 

Note: It will be necessary to specify how capture/presentations could be achieved in mobile communications.]

	Audio representations
	The IVAS core codec shall support the following audio representations:

· Mono

· Stereo (LoRo)

· Spatial Stereo (LbRb)

· Spatial Mezzanine

Note: Each audio representation must also support rendering from all respectively simpler representations.

	Bit Rates
	When EVS bit-exact operation is used (see Backward interoperability), the IVAS codec shall operate at bit rates of EVS (including all EVS Primary and AMR-WB IO modes)

Note: As implemented in EVS, the bit rates up to 24.4 kb/s are gross bit rates and they are net bit rates above 24.4 kb/s.
In other cases than EVS bit-exact operation: the IVAS codec shall operate at bit rates of [5.9VBR, 7.2, 8, 9.6, 13.2, 16.4], 24.4, 32, 48, 64, 96, 128, 160, 192, 256, [384, 512] kb/s [min and max TBD].
Note: The gross bit rate supported in the DTX/CNG/SID operation is [TBD].

	Algorithmic Delay
	TBD
[Editor’s Note: The EVS Algorithmic delay is 32ms]

	Complexity
	TBD

	Backward Interoperability
	Having interoperability with the EVS is an important feature. 

[The full EVS codec algorithm shall be part of the IVAS candidate codec solution. EVS bit-exact processing shall be used when the input to the IVAS codec is a simple mono signal without spatial metadata and should also be applied whenever possible. Possible exceptions for particular operation modes are [tbd]. Such modes should re-use existing EVS codec functionality whenever possible.  When multiple mono audio channels without spatial metadata are negotiated they shall all be bit-exact with EVS.]

[The IVAS Codec shall support certain stereo modes of operation which include an embedded bit-exact EVS mono downmix bitstream.]

Note 1: When the IVAS codec uses EVS bit-exact operation then features such as AMR-WB I/O mode, EVS SID update rates and 8kHz sample rate support shall be supported.

[Note 2: TS 26.445 supports multiple mono channels in the same way as described in IETF RFC 4867, which supports multi-channel audio content by means of multiple mono channels. Use of the EVS multiple mono interoperability for encoding multi-channel audio is FFS. Being bit-exact with EVS for the multiple mono case would not be appropriate because channels are not synchronized in the EVS encoding of multiple mono channels which may result in different VAD decisions for different channels as noted in the section of A.2.5.1 of TS 26.445. Contributions are invited if some synchronization is necessary for such use case.]
[Note 3: An embedded bit-exact EVS mono downmix bitstream is essential to support tandem-free bitstream translation (between IVAS and EVS) at MCU (Multipoint Control Unit) or voice GW (Gateway), when several IVAS-capable UE’s communicate simultaneously with a small number of EVS-only-capable UE’s through an MCU or voice GW. The precise IVAS and EVS Bit rate(s) of this feature are FFS.]

	Frame length
	The candidate codecs shall operate with a frame size of 20 ms.

	Jitter Buffer Management (JBM)
	A JBM solution conforming to the requirements in TS 26.114, except for the functional requirement in sub-clause 8.2.2 of TS 26.114: “Speech JBM used in MTSI shall support all the codecs as defined in clause 5.2.1”, shall be provided with the candidate codecs. 

[Note: The JBM defined in TS 26.448 may form the basis of the JBM provided with the candidate codecs.]

	Rate switching
	[The candidate codecs shall perform rate switching upon command to the encoder throughout the entire bit rate range at arbitrary frame boundaries. The rate switching may imply switching between different bandwidths and between mono coding modes and coding modes for multiple audio streams.]

	Packet loss concealment (PLC)
	A PLC solution shall be provided by the IVAS candidate codecs.

	RTP payload format
	Candidate codecs shall provide an RTP payload format specification supporting the full set of features and functionality of the IVAS candidate codecs.

	DTX
	The candidate codecs shall provide a complete VAD/DTX/CNG framework. It shall be possible to operate the codec with DTX on or DTX off.

SID update frames shall be sent with a frequency not exceeding once per 8 frames.

	Interface for binaural rendering
	The IVAS decoder/renderer shall provide an interface to provide [HRTF/BRIR] data for binaural rendering. The interface is [tbd].

[Note: There was some support for this interface to follow the SOFA SimpleFreeFieldHRIR convention - See AES69-2015].
The IVAS decoder/renderer shall provide an API to provide [TBD scene displacement data].

	[Decoder/Renderer Motion to Sound Algorithmic Delay]
	[The maximum algorithmic delay from a detected change in head roll, azimuth & elevation to a binaural sound rendered within +/- [Y] degree(s) of the detected change shall be [20 ms].]

	Output gain limitation
	TBD
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