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1 - Introduction

According to the terms of reference of Q.20/16 16 kbit/s wideband speech coding [see Annex D], the proponents of candidate algorithms should provide results from an initial subjective qualification test. The subjective test is supposed to be the responsibility of the codec proponent, and the purpose is to show, with sufficient accuracy that the candidate algorithm has the potential to meet the subjective performance requirements for the ITU-T wideband algorithm.

This document describes procedures for conducting the initial subjective test of a candidate wideband codec. Each proponent should follow these procedures when conducting the initial subjective test. These procedures are similar to those that will be used by ITU-T to conduct final (competitive) evaluation of candidate codecs. It is essential that each proponent follow the procedures described in this document, and it is in the best interest of each proponent to do so. This will ensure that all proponent codecs are given the best possible consideration for inclusion in the final, competitive evaluation.

In the following an overview of the qualification test plan is given.

Experiment  1

 (clean speech)


Quality under error-free, error, tandeming conditions

 and different input levels for speech signal

(ACR method).



Experiment  2
(speech + background noise)


Quality with background noise

(Modified-DCR method).

The Absolute Category Rating (ACR) and the Degradation Category Rating (DCR) methods are described in ITU-T Recommendation P.800 [2].

2 - Resources Needed

To minimise the cost and effort of running the experiments, the production of all test conditions should be done by using software algorithms. It is desirable that all codec proponents use the same basic software, and the algorithms shown in Table 2.1 are available to the codec proponents in the ITU-T Software Tool Library, Release 1996 (STL96).

Table 2.1 - Available ITU-T Software Tools for production of test conditions.

Software Tool


Description
Availability

Wideband MNRU

(ITU-T revised Rec. P.810)


Reference included in the test


mnrudemo.c

Speech Voltmeter (ITU-T Rec. P.56) and Gain/Loss Algorithm


To measure and equalize speech levels


sv56demo.c

RMS computation and Gain/Loss Algorithm


To measure and equalize background noise levels


sv56demo.c,

option -rms

Sending Filter

(according to ITU-T Rec. P.341)
To equalize original signal to the recommended sending frequency 

response


filter.c,

filter selection P341

Asynchronous Tandeming Filter
To model the effect of asynchronous tandeming conditions


filter.c,

filter type IFLAT,

options –async –delay 160

Frame Error Algorithm


To generate and insert random frame erasures


gen-patt.c, eid-xor.c


ITU-T Rec. G.722 Algorithm


Reference included in the test


g722demo.c

14-bit conversion


To provide the 14 bit resolution
appropriate software tools

will be made available



The STL96 software and documentation [3] can be downloaded from the ITU-T On-line Service (Paid subscription service) by accessing the WEB page


http://www2.itu.ch/itudocs/itu-t/rec/g/g100-699/g191.html

or can obtained from the ITU Sales Department
. Both ITU-T Recommendation G.191 (published 1996, not 1993) and the ITU-T Software Tool Library release 1996 (STL96) should be ordered. 

In addition to the software tools listed in Table 2.1, the proponent must have:

· Software host laboratory system

· Interchange media: CD-ROM

· High quality A/D and D/A system following the specifications found in Annex A

· Access to or possibility to produce a sufficient amount of high quality source recordings, (see Section 3);

(Pre-recorded source speech material may also be available from relevant listening test laboratories)
· Access to a listening environment and listening system as specified in Section 5

· Access to listening equipment: high quality, circumaural, binaural headphones for diotic listening. If the experiment cannot be run directly from a computer, a high quality recording system such as digital audio tape (e.g. DAT)
· A method for calibration to the correct listening level in the headset
· Files with background noise as specified in Experiment  #2.

3 - Source Recordings

3.1 - Input material

The input material, including practice sentences, consists of different simple meaningful sentences as described in Annex B1.4 of ITU-T Rec. P.800 [2] grouped into sentence pairs, and musical passages.
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Figure 3.1 - Example of the speech file structure
A source speech file contains one pair of sentences lasting approximately 8-10 seconds, with a time interval between sentences of approximately 0.5 second. An approximate 0.5 second period of silence precedes the first sentence in the file, and a similar period of silence follows the second sentence in the file. Thus, the speech files are organized as shown in fig. 3.1. The duration of the musical passages is a compromise between sufficient length needed for judgment and the length of the test; a length of 20±5s is recommended 
.

The sampling rate is 16 kHz. Active speech level (as defined in ITU-T Rec. P.56) of every speech sample should be adjusted at -26 dBov for a 16-bit system. The active speech level should be measured with the speech voltmeter (ITU–T Rec. P.56, a software implementation is available as part of the ITU–T Software Tools Library, described in Rec. G.191). Note that the overload point is defined to be 32767. Each music file should be measured with the root-mean square (RMS) computation algorithm and level adjusted with the gain/loss algorithm at -26 dBov 2.

In Experiment  2, it is requested to produce input material made up of speech plus background noise. Four types of noise will be considered: Office , Babble , Car and Interfering Talker.

Prerecorded source speech material may be purchased from NTT-AT, or other equivalent databases can be used.  This approach is described in Section 3.2.  Alternatively, the proponent can prepare his own  source material. To do so, it is recommended that the procedure contained in Section 3.3 be used.

3.2 - Prerecorded input material

As an example of prerecorded speech database, the "Multi-lingual Speech Database for telephonometry 1994", on 4 CD-ROM disks, can be bought from NTT-AT (http://www.ntt-at.com/products/speech/index.html).

In this database, the speech samples consist of pairing two short sentences for a total length of  8-10 second. Sentences last within 2 to 3 seconds. Four male and four female native speakers are assigned to each of the 21 languages and 96 speech samples are available for each language. The sampling rate is 16 kHz. Active speech level (as defined in ITU-T Rec. P.56) of every speech sample was adjusted at -26dB from the overload point of 16 bit word length.  Each CD consists of two different areas: audio and data. Speech samples in the audio area are digitized by 44.1 kHz and 16 bits word length linear PCM and can be played back by a commercial CD player. All speech samples in the data area are recorded in standardized format in 16-bit, 2's complement, low-byte first (little endian) format and can be retrieved by an ordinary PC-DOS system and CD-ROM reader, as shown in Figure 4.2a.

3.3 - Recording environment

For those wishing to prepare their own source speech material, it is recommended that they follow the procedure described in this Section. The speech recordings should be made in acoustical and electrical environments complying with the requirements given in Annex B.1.1 of ITU-T Rec. P.800 [2].

3.3.1 Recording system, input file format

The speech should be recorded through a system, as shown in Figure 4.2b. The recommended method is to record the speech with a linear microphone and a low-noise amplifier with flat frequency response, digitise the speech, and then flat filter and level equalise the speech using the digital algorithms provided by the STL96 software [3]. To achieve optimum SNR, the microphone should be positioned 15 to 20 cm from the talker's lips. A windscreen should be used if breath puffs from the talker are noticed.
The recordings should be made directly into the computer or via a high quality recording system such as a DAT. In either case the A/D system should conform to the specifications found in Annex A. This A/D system produces 16 bit, 2’s complement, 16 kHz samples with 50 to 7000 Hz bandwidth and excellent distortion and dynamic range performance
3.3.2 Equalisation of speech level

Each recorded speech file should be measured with the P.56 algorithm and level adjusted with the gain/loss algorithm to the appropriate active speech levels: -26 dB (± 1 dB) relative to the digital overload, as specified in the Terms of Reference. 

3.3.3 Recording of a calibration tone

For purpose of calibrating the listening environment to the correct level, it is recommended that a 30 second, 1 kHz sine wave - with rms level equal to the desired nominal speech level, also is recorded and stored digitally in a file. The peak level of this sine wave is ± 2322 and its rms level is 1642.

3.3.4 Source/Processed file naming convention

The file naming convention should satisfy the following criteria:

· The naming system must enable the processing computer to identify and randomly select any given file.

· Processed file names should be chosen so that it is possible to identify which source file was used.

· The names should be sufficiently self-explanatory, to minimise the risk of manual errors being made caused by confusion between similarly named files.

4 – Production of Test Conditions

The measure of subjective performance of candidate codec or G.722 in different conditions should be implemented as simply as possible, yet retaining the property of approximately modelling processes that take place in the real-time environment. All processes can be carried out in the digital domain, with the exception of piping the completed files through the audio output equipment, conforming to the specification described in  Annex A.

4.1 - Flat-filtered, level adjusted input files

The recommended method to produce flat filtered, level adjusted input files is shown in Figures 4.2a and 4.2b.  The applicable figure depends on proponent's choice for the source speech material.

The source material must first be flat filtered with the P.341 filter contained in the ITU-T Rec. G.191 (Software Tools Library). Each speech file should be measured with the P.56 algorithm and level adjusted with the gain/loss algorithm to the nominal level (±1 dB) below the digital overload. 

The obtained pre-processed source material shall be used as input files for the processing of reference conditions and candidate coders as shown in Figures 4.4 and 4.5. In Experiment  2 the addition of background noise shall be made as specified in the following.

4.2 - Addition of background noise

The mixing procedure shall take place prior to passing through the coders and reference conditions. Four environmental noises (office, babble, car and interfering talker) should be level equalized to obtain the desired SNR. The environmental noise signals should be level equalized, to obtain the desired SNR, using the RMS algorithm (see Figure 4.3).

The same mixing procedure will be also adopted for mixing speech from two different speakers. The level of the speaker-1 (main talker) will be the nominal while the level of speaker-2 (interfering talker) will be 15 dB below. The mixing procedure will take place prior to passing through the coders and reference conditions. The speaker-2 speech file should be randomly delayed prior the insertion and level equalized to obtain the desired level by using the speech voltmeter (ITU-T Rec. P.56). A predetermined delay randomly distributed in the range 1-1.5 seconds is recommended.

In the mixing procedure, a clipping to -32768 and +32767 is inserted. The clipping effect should be controlled by expert observation (no noticeable annoying effects). The listening laboratory should report the percentage of clipping (if any) for each source after mixing with the noise.

4.3 - Input and output precision for coder under test and G.722 (14-bit conversion)

The candidate encoder algorithms will receive input files with 14-bit resolution, the same used for G.722, as dictated by the terms of reference. At the output of the candidate decoder algorithms and G.722 decoder algorithm the 14-bit conversion will be also applied. To perform the 14-bit conversion, each 16-bit word is first right shifted by 2 and then left shifted by 2 resulting in the following format:

S
x
x
.......
x
0
0

bit 15

MSB
bit 14
bit 13
.......
bit 2
bit 1
bit 0

LSB

where S=sign bit and x=valid bit. 

It should be noted that, at the moment, the G.722 software simulation in ITU-T G.191 does not include the 14-bit conversion.

4.4 - Encoding and decoding processing 

Referring to the reference and codec conditions (see Figures 4.4 and 4.5, respectively), the input file is a digital representation of a pair of speech sentences or a musical passage produced by the method described in Sections  4.1 and 4.2. 

The gain/loss for level adjustment shall assume, depending on the condition to be processed, one of the following values (note that the files should not be re-equalized using the P.56 algorithm):




The output file produced from one single encoding/decoding processing becomes the input file for the tandeming process, after being passed through the Asynchronous Filter. To simulate N asynchronous tandeming encodings, this process is repeated N-1 times, and saved to a file. In the ITU-T Rec. G.191 (Software Tool Library), a description of the asynchronous tandeming simulation is given. In accordance with that approach, the input data at 16 kHz are up-sampled by a factor of 3 and down-sampled by the same factor using the IIR filter IFLAT (option: -async) of the STL96 demo program filter.c, followed by a delay of K=160 samples (option: -delay 160).

4.5 - MNRU process

The processed file from Section 4.1 becomes the source file for the wideband MNRU process shown in Figure 4.4.

4.6 - Frame error process

Referring to Figure 4.5, the source files are run through the wideband algorithm encoder, the frame error algorithm and finally the wideband algorithm decoder. 

The bit stream shall consist of one word per bit output by the candidate coder plus an extra frame synchronization header as shown in Figure 4.1. The frame synchronization word at the start of each new frame will be 0x6B21, followed by a word containing the total number of bits in the frame. A binary “one” output by the encoder will be represented by the word 0x0081, and a binary “zero” output by the encoder will be represented by the word 0x007F. If a bad (errored) frame is created by the error generator, then the frame synchronization word will be changed to 0x6B20 and all bits associated with that frame will be set to the hexadecimal value 0x0000. In the qualification tests, the frame length will not be altered, although this is not appropriate for simulation of packet losses in IP networks.

The frame encoding of the test codec must be aligned to the beginning of the speech file and if the candidate codec has a frame size different from 20 ms, an integer number of consecutive frames should be erased, such that the equivalent of 20 ms of speech be erased. For example, for a codec with 10 ms frame size, when a frame erasure is indicated, a total of 2 (10 x 2 = 20 ms) consecutive frames must be erased.
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Figure 4.1 – Bit-stream format. A binary ‘0’ in the payload is indicated by 0x007F; a binary ‘1’ is indicated by 0x0081; the shaded areas represent zeros.

4.7 Files for the listening sessions

The processed files are used for listening sessions according to the system shown in Figure 4.6. The D/A system should conform to the specifications found in Annex A. Circumaural headphones shall be used as listening instruments and the listening test procedure is shown in Section 8.

Acquisition and preprocessing of source material
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Figure 4.2a – Prerecorded input material.
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Figure 4.2b – Input material prepared by codec proponent (.

Adding background noise
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Figure 4.3 - Adding of background noise.

Processing of G.722 Reference
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Figure 4.4 - Processing of reference conditions.

Processing of candidate coder (error-free conditions)
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Figure 4.5- Processing of candidate coder conditions.
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Figure 4.6 - Listening system.

5 - Overview of the Qualification Test Plan

5.1 - Overview of the qualification test plan

In the following (Table 5.1) an overview of the test plan is given. In clean speech conditions, two different bit-rates (16 and 24 kbit/s) are used for candidate coders whereas three other bit-rates (48, 56 and 64 kbit/s) are used for the G.722 reference coder. Two types of input signal will be tested: clean speech and speech plus background noise.

Table 5.1 - Overview of the selection test.

Experiment 1 - (ACR)

(Clean speech)


Quality under error free, error, tandeming conditions and different 

input levels for speech signal.


Experiment 2 - (DCR)

(Speech plus background noise)


Quality with background noises.


5.2 - Specifications for the subjective testing laboratories

The listening environment, the listening system, the listening level and other common variables for all test conditions are shown in Table 5.2.

Table 5.2 - Common variables for the qualification test.

Listening instrument
Circumaural, binaural, diotic headphone as specified in ITU-R Rec. BS1116 [4]



Nominal Listening level
73 dB SPL, measured as explained in Section 8



Acoustic background noise (listening room)


< 30 dBA as specified in Rec. P.800 [2]



Input/output circuitry
D/A and A/D system following the specifications found 

in Annex A



Input levels to the coder
-26 (nominal) dBov, -16 dBov, and -36 dBov



6 - Experiment 1 (Clean Speech) - ACR

This experiment is designed to verify whether the wideband candidate algorithm is likely to meet the requirements with respect to the quality under error free, error, tandem conditions and dependency on input level for speech signal. 

The opinion rating scale to be used is the 5-point Quality Listening Scale according to the classic ACR test as shown in Table 6.1.

Table 6.1 - ACR rating scale.

Quality opinion
Score

Excellent
5

Good
4

Fair
3

Poor
2

Bad
1

An example of instructions to subjects is given in Annex B. Common variables for Experiment 1 are shown in Table 6.2.

Table 6.2 - Common variables for Experiment 1.

Parameter
Description



Bit-rate


16 and 24 kbit/s (for candidate coders)

48, 56 and 64 kbit/s (for reference coder)



Input levels
3 (-36 dBov, -26 dBov, and -16 dBov)



Reference coder
ITU-T Rec. G.722



MNRU (wideband)
Qw=10, 20, 30, and 40 dB



Random Frame Erasure

Rate (RFER)
3%



Direct
16 kHz x 16 bit = 256 kbit/s



Input signal 


4 talkers (2 male and 2 female: M01, M02, F01, F02), with 3 sentence-pairs (SP) per talker for regular session, and  additional 2 SP per talker for the practice session



6.1 - Test conditions

Test conditions for Experiment 1 are shown in Table 6.3.

Table 6.3 - Experimental conditions for Experiment 1

Coder
Bit-rate
Error

condition
Level

[dBov]
No. Async.

Tandems
Talkers
Cond.

No.

wideband coder
16 kbit/s
clear
-26
1
4
4

wideband coder
24 kbit/s
clear
-26
1
4
5

Reference G.722
48 kbit/s
clear
-26
1
4
1

Reference G.722
56 kbit/s
clear
-26
1
4
2

Reference G.722
64 kbit/s
clear
-26
1
4
23

wideband coder
16 kbit/s
3% RFER
-26
1
4
7

wideband coder
24 kbit/s
3% RFER
-26
1
4
8

wideband coder
16 kbit/s
clear
-36
1
4
10

wideband coder
24 kbit/s
clear
-36
1
4
11

wideband coder
16 kbit/s
clear
-16
1
4
13

wideband coder
24 kbit/s
clear
-16
1
4
14

Reference G.722
48 kbit/s
clear
-36
1
4
16

Reference G.722
56 kbit/s
clear
-36
1
4
17

Reference G.722
48 kbit/s
clear
-16
1
4
19

Reference G.722
56 kbit/s
clear
-16
1
4
20

wideband coder
16 kbit/s
clear
-26
2
4
3

wideband coder
24 kbit/s
clear
-26
2
4
6

Reference G.722
48 kbit/s
clear
-26
2
4
9

Reference G.722
56 kbit/s
clear
-26
2
4
12

MNRUw (10 dB)
-
-
-26
-
4
15

MNRUw (20 dB)
-
-
-26
-
4
18

MNRUw (30 dB)
-
-
-26
-
4
21

MNRUw (40 dB)
-
-
-26
-
4
22

Direct
256 kbit/s
-
-26
-
4
24

6.2 - Test Design

The number of conditions is 24 and the total number of processed stimuli for listening is 24 conditions x 4 talkers x 3 speech samples = 288, i.e. all the source material is processed through all the test conditions.

The test design includes 3 different randomizations (Sequence 1 to Sequence 3) shown in Table 6.4 and a practice sequence, shown in Table 6.5. 

There will be 24 listeners (e.g. 12 male and 12 female), divided into three groups of eight subjects that will listen to the practice sequence P with 8 sentence pairs (see Tables 6.4 and 6.5), plus 96 sentence-pairs in each of three different sessions. Each session could be split into two parts, separated by a break, recommended of not less than 5 minutes [2].

Allowing a total of 8 seconds for a sentence-pair and 5 seconds for score collection, subjects will be required to spend approximately 96 stimuli x (8+5) seconds per stimulus = 21 minutes listening to the material through all the conditions. Assuming eight listeners per visit, the maximum time required is in the order of one hour (for 3 groups of listeners x 21 minutes), excluding breaks, instructions and training.

Table 6.4 -  Test design for Experiment 1.

(Sentence-pair numbers indicated in parenthesis for each presentation sequence)

Session
Listeners


48

sentence

pairs
48

sentence

pairs (*)

1
Listeners 1-8
P + Sequence 1a

(1-48)
P + Sequence 1b

(49-96)

2
Listeners 9-16
P + Sequence 2a

(97-144)
P + Sequence 2b

(145-192)

3
Listeners 17-24
P + Sequence 3a

(193-240)
P + Sequence 3b

(241-288)

(*) Note: The practice sequence “P” should be used only if the different parts of a session are separated by a considerable amount of time, e.g. if they are carried out with the same listeners on different days.

Table 6.5 - List of practice conditions (P).

Presentation order
Condition no.
Description
Talker-Sample
Sentence-pair number

1
18
Qw=20 dB
M01-S4
289

2
12
G.722, 56 kbit/s, 2 tandems
F01-S5
290

3
15
Qw=10 dB
M02-S4
291

4
16
G.722, 48 kbit/s, low level
F02-S5
292

5
9
G.722, 48 kbit/s, 2 tandems
M02-S5
293

6
19
G.722, 48 kbit/s, high level
F02-S4
294

7
21
Qw=30 dB
M01-S5
295

8
17
G.722, 56 kbit/s, low level
F01-S4
296

6.3 - Speech material

Let source sentence-pairs be denoted by the list numbers 1 to 12 for the test trials and from 13 to 20 for practice, with talkers designated by M01, M02, F01, F02, so that the following set of speech files will be produced, as indicated in Table 6.6.

Table 6.6 - Talker - Lists of sentence-pairs.

Talker


List number
No. 

of sentence-pairs
for actual test /

for practice



M01
1-3
3
for actual test

M02
4-6
3
for actual test

F01
7-9
3
for actual test

F02
10-12
3
for actual test

M01
13,14
2
for practice

M02
15,16
2
for practice

F01
17,18
2
for practice

F02
19,20
2
for practice

Table 6.7 shows the allocation of a unique number, in the range 1 to 288, for each Session-Talker-Sample-Condition to the corresponding Sentence-pair number for listening. Although, for brevity, not all the numbers are included. The three available sentence-pairs (samples) for each talker are called S1, S2 and S3. For each talker, the three samples in the source material are cyclically repeated to cover the 24 conditions in each session. In order to increase the resolution power of the test the same material is used for the corresponding conditions involving the reference coder G.722 and the candidate coder which have to be compared to verify whether the candidate algorithm meet the requirements.

Table 6.7 - Allocation of identifying numbers to sentence-pairs. 

Session

(n=1,2,3)


Talker-Sample

(Generic)
Condition number
Sentence-pair number

n
M1-S[((1+n-2)mod 3)+1]
1
1 + (n - 1) x 96

n
M1-S[((2+n-2)mod 3)+1]
2
2 + (n - 1) x 96

n
M1-S[((3+n-2)mod 3)+1]
3
3 + (n - 1) x 96

n
M1-S[((1+n-2)mod 3)+1]
4
4 + (n - 1) x 96

n
M1-S[((2+n-2)mod 3)+1]
5
5 + (n - 1) x 96

n
M1-S[((3+n-2)mod 3)+1]
6
6 + (n - 1) x 96

n
M1-S[((1+n-2)mod 3)+1]
7
7 + (n - 1) x 96

n
M1-S[((2+n-2)mod 3)+1]
8
8 + (n - 1) x 96

......
......
......
......

n
M1-S[((2+n-2)mod 3)+1]
23
23 + (n - 1) x 96

n
M1-S[((3+n-2)mod 3)+1]
24
24 + (n - 1) x 96

n
M2-S[((1+n-2)mod 3)+1]
1
25 + (n - 1) x 96

n
M2-S[((2+n-2)mod 3)+1]
2
26 + (n - 1) x 96

......
......
......
......

n
M2-S[((2+n-2)mod 3)+1]
23
47 + (n - 1) x 96

n
M2-S[((3+n-2)mod 3)+1]
24
48 + (n - 1) x 96

n
F1-S[((1+n-2)mod 3)+1]
1
49 + (n - 1) x 96

n
F1-S[((2+n-2)mod 3)+1]
2
50 + (n - 1) x 96

......
......
......
......

n
F1-S[((2+n-2)mod 3)+1]
23
71 + (n - 1) x 96

n
F1-S[((3+n-2)mod 3)+1]
24
72 + (n - 1) x 96

n
F2-S[((1+n-2)mod 3)+1]
1
73 + (n - 1) x 96

n
F2-S[((2+n-2)mod 3)+1]
2
74 + (n - 1) x 96

......
......
......
......

n
F2-S[((2+n-2)mod 3)+1]
23
95 + (n - 1) x 96

n
F2-S[((3+n-2)mod 3)+1]
24
96 + (n - 1) x 96

6.4 - Randomizations

In Experiment 1, three different randomizations are used to produce three different presentation orders of 96 stimuli (i.e., processed sentence pairs) in each of the three listening sessions.

The generation of the specific three randomizations is left to the listening laboratory. Table 6.8 contains an example of suitable randomisations for the three Sequences detailed in Table 6.4. For Session "n", (n-1)x96 is to be added to the showed random numbers to obtain the corresponding sentence-pair numbers as described in Table 6.7

To achieve a balance between male and female voices, it is important that listeners hear them alternately. Table 6.8 is designed to be used with the rows as presentation order, so that listeners hear the processed material from row 1, 2, 3,  ..... 24 in that order. For each couple of columns identifying a Sequence, within each row there is a male and female voice, both of which must be heard before moving on to the next row. The order of presentation of the voice in the first row is not critical, e.g. male first, followed by female, or female first followed by male. However, once the choice has been made, the sequence should be maintained for the remainder of the list. As an example, Group 1, in Session 1 will first hear the practice conditions (see Table 6.5, sentence-pairs 289 to 296) then Sequence 1a, choosing male first, sentence-pairs in the order 11, 89, 22, 90, ... 1, 67, 48, 87. Similarly, then they will  hear from Sequence 1b, e.g. choosing female first, sentence-pairs in the order 56, 31, 88, 4, ... 54, 7, 84, 41.

Table 6.8 - Allocation of sentence-pairs to Sequences 1-3 for Experiment 1.

Pres.

order
Seq. 1a

male
Seq. 1a

female
Seq. 1b

male
Seq. 1b

female
Seq. 2a

male
Seq. 2a

female
Seq. 2b

male
Seq. 2b

female
Seq. 3a

male
Seq. 3a

female
Seq. 3b

male
Seq. 3b

female

1
11
89
31
56
110
146
105
170
204
252
208
241

2
22
90
4
88
132
180
134
166
207
281
224
285

3
40
85
45
50
131
168
119
154
223
276
209
275

4
36
57
13
79
97
169
114
179
210
250
205
244

5
5
72
9
55
111
159
118
191
214
266
200
270

6
42
60
16
59
138
176
130
165
216
254
233
249

7
44
63
35
83
107
152
125
161
199
245
232
253

8
24
91
3
71
106
183
143
189
195
256
198
267

9
14
58
21
95
133
148
139
145
230
263
218
274

10
37
80
2
81
123
147
101
157
206
268
196
246

11
25
82
19
69
120
175
126
150
239
258
228
264

12
8
51
43
73
117
182
140
192
222
262
238
288

13
10
53
12
76
121
151
141
187
231
265
217
260

14
29
61
47
66
113
162
99
173
229
242
203
248

15
34
52
30
86
109
153
102
164
227
261
212
278

16
6
77
28
49
108
149
122
181
215
284
197
279

17
15
94
32
70
104
190
144
160
240
243
225
283

18
20
96
27
62
129
184
98
177
221
271
234
280

19
18
92
38
78
135
186
112
174
219
257
201
273

20
46
93
39
65
103
155
127
158
237
282
235
259

21
23
68
26
75
128
172
116
185
202
286
220
277

22
17
64
33
74
142
178
137
167
213
255
193
272

23
1
67
7
54
115
156
100
188
194
269
236
287

24
48
87
41
84
124
163
136
171
226
247
211
251

6.5 - Verification of requirements & objectives

To verify whether a quality requirement has been met, simple pair-wise comparisons of the Mean Opinion Scores MOSC obtained for the candidate coder and the G.722 reference will be made, with the exception of the quality dependency on input level as explained in the following. 

For ntest = nref = 4 talkers x 24 listeners = 96 and a confidence level of 95%, the verification is done by comparing, the MOSC of conditions contained in each row of Table 6.9, using equations 3a and 3b in Section 10 and reproduced below:
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Table 6.9 - List of pair-wise comparisons for Experiment 1.

Parameter


“ref” Condition
“test” Condition


Equation

to be used

Quality in error-free
16 kbit/s

24 kbit/s
1

2
4

5
3b

3a

Quality in Random Frame Erasures (3%)

16 kbit/s

24 kbit/s
1

2
7

8
PoW table (*)

PoW table (*)

Quality dependency on input levels (**)

16 kbit/s

24 kbit/s
16,19

17,20
10,13

11,14
3b

3a

Tandem capability
16 kbit/s

24 kbit/s
9

12
3

6
3a

3a

Notes:

(*) Computation of the 2x2 contingency table and the test statistic given in Section 9.
(**) The traditional t-test comparisons at corresponding levels are for information.

Due to the high input level dependency of the G.722 it cannot be considered a consistent reference for comparison at all input levels and, for that reason, t-test comparisons of the candidate coder and reference at low and high levels are not used as verification procedure for the sensitivity to input level variation. The definition of a unique and appropriate verification procedure is under definition in Study Group 12 and the approach to be followed in the current wideband qualification test is to use the following different criteria and attempt a consensus within Study Group 16 on the available results:

1. Traditional t-tests on MOS results for coder and reference at corresponding levels (for information only);

2. Traditional t-test on MOS results for coder and reference at low input level but for the high level use an additional degradation of 10% PoW with respect to the coder at nominal level;

3. Traditional t-test on MOS results for coder and reference at low input level but for the high level use an additional degradation of 10% PoW with respect to the reference G.722 at the same high level;

4. Computation of (MOS(G.722) = MOSmax-MOSmin for G.722 on 3 levels (-16, -26, -36 dB), computation of (MOS(coder) = MOSmax-MOSmin for the coder on the same 3 levels and check if (MOS(G.722) ( (MOS(coder);

5. Traditional t-test on MOS results between the reference and candidate coders at their nominal levels, while the upper and lower levels of the candidate coders will be compared against the candidate coders’ own nominal level - to be within some confidence interval - in this case 10%PoW. The upper and lower levels of the reference are not required for this particular comparison.

The quality requirement in detected frame erasure conditions, as well as some criteria for the input level dependency, are verified by computing the 2x2 contingency table and the test statistic given in Section 9 “Data analysis for ACR tests and PoW computation”.

7 - Experiment 2 (Speech plus background noise) - DCR

This experiment is designed to evaluate the candidate algorithm with regard to transmission quality in the presence of background noise. Four types of noise will be studied: Office (of), Babble (ba), car (ca), and Interfering Talker (it).
In the DCR procedure, a quality reference (first signal, DIRECT) is always presented before the degraded sample (second signal) using the same source input speech to anchor the judgment of the listener.
The method of assessment in this experiment will use a modified version of the Degradation Category Rating method (DCR), i.e. a quality (unprocessed) reference with added background noise is presented first in each evaluation.

The following 5-point rating scale [2] is used to collect a degradation judgment when the second signal is compared to the first:

Degradation Scale
Score

Degradation is inaudible
5

Degradation is audible but not annoying
4

Degradation is slightly annoying
3

Degradation is annoying
2

Degradation is very annoying
1

An example of instructions to subjects is given in Annex C. 

7.1 - Test Conditions
All parameters for Experiment 2 are described in Table 7.1. Detailed factors and reference conditions are shown in Table 7.2, while the allocation of conditions is given in Table 7.3. The four types of noise will be used with the following SNR: Office at 15 dB, Babble at 20 dB, Car at 15 dB and Interfering Talker at 15 dB.

Table 7.1 - Parameters for Experiment 2.

Parameter
Description



Bit-rate


16 and 24 kbit/s for candidate coders, 48 and 56 kbit/s for reference coder



Tandemings


1 and 2 tandem ancodings

Background noise 


Office noise (15 dB S/N)

Babble noise (20 dB S/N)

Car noise (15 dB S/N)

Interfering talker (15 dB S/N) 



Reference coder
ITU-T Rec. G.722



MNRU (wideband)
Qw = 10, 15, 20, 25, 30 and 40 dB 



Direct
16 kHz x 16 bit = 256 kbit/s



Input signal 
4 single speakers (details in Table 7.2b)



Table 7.2(a) - Factors and Reference Conditions for Experiment 2.

Quality with Background Noise (UPCM, P.341) - Candidate and Reference Conditions 

Factors
Number
Comment

Candidate:

Number of test coders
1
Candidate algorithm

Bit Rate
2
16, 24 kbit/s

BER
1
No error

Speech input level
1
-26 dB relative to the OVL

Tandem connection
2
1 and 2 tandems

Noise type
4
Office (of), Babble (ba), Car (ca), Interfering Talker (it)

Noise level
1
15 dB for Office, 20 dB for Babble, 15 dB for Car and 15 dB for        Interfering Talker

Reference Conditions:
Reference Coders
1
G. 722

Bit Rate
2
48 kbit/s and 56 kbit/s

BER
1
No error

Speech input level
1
-26 dB relative to the OVL

Tandem connection
2
1 and 2 tandems

Noise type
4
Office (of), Babble (ba), Car (ca), Interfering Talker (it)

Noise level
1
15 dB for Office, 20 dB for Babble, 15 dB for Car and 15 dB for        Interfering Talker

MNRU
6
Q = 10, 15, 20, 25, 30 and 40 dB

Speech input level
1
-26 dB relative to the OVL

Noise
1
No noise added

DIRECT
1 
Nominal (-26 dB relative to the OVL)

Noise type
4
Office (of), Babble (ba), Car (ca), Interfering Talker (it)

Noise level
1
15 dB for Office, 20 dB for Babble, 15 dB for Car and 15 dB for        Interfering Talker

Table 7.2(b) - Quality with Background Noise: Common Conditions.

Factors
Number
Comment

Number of Talkers
4

+2 (interf. Talk.)
2 male and 2 female (M01, M02, F01, F02)

+ 1 male and 1 female (M03 and F03) 

Number of Speech Samples
40

+2 (interf. Talk.)
8 + 2 (Preliminaries) sentence pairs per talker

(M01, M02, F01, F02)

+1 sentence pair for interf. talkers (M03 & F03) 

Characteristic of Source Speech
1
UPCM, P.341 (Transmission characteristics of Wideband Hands-free Telephone)





Number of Listeners
24
Naive Listeners

Randomizations
3
3 groups of  8 listeners

Rating Scale
1
Degradation Category Rating DCR Scale

Replications
1


Total number of stimuli per experiment
168
32 x 4 talkers for candidate & reference coders

10 x 4 talkers for other references

Table 7.3 - Experimental conditions for Experiment 2.

Coder
Bit-rate
No. Async.

Tandems
Noise
No. talkers
Speech Samples
Condition

Number
Identif.

Number

wideband coder
16 kbit/s
1
Office
4
S01
1
1-4

wideband coder
16 kbit/s
1
Babble
4
S02
2
5-8

wideband coder
16 kbit/s
1
Car
4
S03
3
9-12

wideband coder
16 kbit/s
1
Interf. Talk.
4
S04
4
13-16

wideband coder
24 kbit/s
1
Office
4
S01
5
17-20

wideband coder
24 kbit/s
1
Babble
4
S02
6
21-24

wideband coder
24 kbit/s
1
Car
4
S03
7
25-28

wideband coder
24 kbit/s
1
Interf. Talk.
4
S04
8
29-32

Ref. G.722
48 kbit/s
1
Office
4
S01
9
33-36

Ref. G.722
48 kbit/s
1
Babble
4
S02
10
37-40

Ref. G.722
48 kbit/s
1
Car
4
S03
11
41-44

Ref. G.722
48 kbit/s
1
Interf. Talk.
4
S04
12
45-48

Ref. G.722
56 kbit/s
1
Office
4
S01
13
49-52

Ref. G.722
56 kbit/s
1
Babble
4
S02
14
53-56

Ref. G.722
56 kbit/s
1
Car
4
S03
15
57-60

Ref. G.722
56 kbit/s
1
Interf. Talk.
4
S04
16
61-64

wideband coder
16 kbit/s
2
Office
4
S05
17
65-68

wideband coder
16 kbit/s
2
Babble
4
S06
18
69-72

wideband coder
16 kbit/s
2
Car
4
S07
19
73-76

wideband coder
16 kbit/s
2
Interf. Talk.
4
S08
20
77-80

wideband coder
24 kbit/s
2
Office
4
S05
21
81-84

wideband coder
24 kbit/s
2
Babble
4
S06
22
85-88

wideband coder
24 kbit/s
2
Car
4
S07
23
89-92

wideband coder
24 kbit/s
2
Interf. Talk.
4
S08
24
93-96

Ref. G.722
48 kbit/s
2
Office
4
S05
25
97-100

Ref. G.722
48 kbit/s
2
Babble
4
S06
26
101-104

Ref. G.722
48 kbit/s
2
Car
4
S07
27
105-108

Ref. G.722
48 kbit/s
2
Interf. Talk.
4
S08
28
108-112

Ref. G.722
56 kbit/s
2
Office
4
S05
29
113-116

Ref. G.722
56 kbit/s
2
Babble
4
S06
30
117-120

Ref. G.722
56 kbit/s
2
Car
4
S07
31
121-124

Ref. G.722
56 kbit/s
2
Interf. Talk.
4
S08
32
125-128

MNRUw (10 dB)
-
-

4
S01
33
129-132

MNRUw (15 dB)
-
-

4
S02
34
133-136

MNRUw (20 dB)
-
-

4
S03
35
137-140

MNRUw (25 dB)
-
-

4
S04
36
141-144

MNRUw (30 dB)
-
-

4
S05
37
145-148

MNRUw (40 dB)
-
-

4
S06
38
149-152

Direct
256 kbit/s
-
Office
4
S01
39
153-156

Direct
256 kbit/s
-
Babble
4
S02
40
157-160

Direct
256 kbit/s
-
Car
4
S03
41
161-164

Direct
256 kbit/s
-
Interf. Talk.
4
S04
42
165-168

7.2 - Test Design

The method of assessment will use a modified version of the Degradation Category Rating (DCR) method. 

7.2.1 - MNRU references

Wideband MNRU references conditions are included to calibrate the judgment scale. These multiplicative noise reference conditions are NOT MIXED with any kind of background noise.

7.2.2 - Quality references

According to the allocation of conditions given in Table 7.3, four quality references will be used: DIRECT further mixed with the four types of noise (Office at a 15 dB SNR, Babble at a 20 dB SNR, Car at a 15 dB SNR, and Interfering Talker at a 15 dB SNR). A fifth signal (clear DIRECT) will act as the quality reference for MNRU conditions.
7.2.3 - Judgment scale

Each of the speech samples is presented to the listener, first through the quality reference condition and then through a coder under test or other reference conditions (i.e. G.722 & MNRU), except for the "Null pair" condition where the quality reference is presented twice. The listeners should judge the degradation of the sample to be evaluated with respect to the preceding quality reference sample which has been mixed with the same noise (Office, Babble, Car and Interfering Talker). Each degradation judgment will be collected on the already described 5-point degradation scale.

7.2.4 - Test Method

The design of a DCR test is a split-plot factorial design where the effect of listeners and orders of presentation are mixed. Three groups of eight listeners will be used, each group of subjects listening to different randomizations.

7.3 - Speech material

The speech material should consist of simple, meaningful, short sentences arranged in pairs and lasting 8-10 seconds. The two speech sentences within a pair are separated by a pause of about half a second. Each talker has been allocated an identifier as shown in Table 7.4. Allocation of speech samples to talkers and environmental noise is shown in Table 7.5. Let sentence-pairs be denoted by the list numbers 1 to 32 for the test trials and from 33 to 40 for practice, with talkers designated by M01, M02, F01, F02, so that the following set of speech files will be produced, as indicated in Table 7.6.

Table 7.4 - Allocation of identifiers to talkers.

Talker
Identifier

Male 1
M01

Male 2
M02

Female 1
F01

Female 2
F02

Table 7.5 - Allocation of talkers and environmental noise to speech samples.

Noise
S/N
Male 1
Male 2
Female 1
Female 2

1. Office
15 dB
M01_S01

M01_S05
M02_S01

M02_S05
F01_S01

F01_S05
F02_S01

F02_S05

2. Babble
20 dB
M01_S02

M01_S06
M02_S02

M02_S06
F01_S02

F01_S06
F02_S02

F02_S06

3. Car
15 dB
M01_S03

M01_S07
M02_S03

M02_S07
F01_S03

F01_S07
F02_S03

F02_S07

4. Interf.

       Talk.
15 dB
M01_S04 + M03_S01

M01_S08 + F03_S01
M02_S04 + M03_S01

M02_S08 + F03_S01
F01_S04 + M03_S01

F01_S08 + F03_S01
F02_S04 + M03_S01

F02_S08 + F03_S01

Note: The first sample (S01) for each talker (M01, M02, F01 & F02) is mixed with office noise at a 15 dB SNR, the second sample (S02) of the same set of 4 talkers is mixed with babble noise at a 20 dB SNR, the third sample is mixed with car noise at a 15 dB SNR, the fourth with interfering talker at a 15 dB SNR.

Table 7.6 - Talker / Lists of sentence-pairs.

Talker


List number
No. 

of sentence-pairs
for actual test /

for practice



M01
01-08
8
for actual test

M02
09-16
8
for actual test

F01
17-24
8
for actual test

F02
25-32
8
for actual test

M01
33,34
2
for practice

M02
35,36
2
for practice

F01
37,38
2
for practice

F02
39,40
2
for practice

7.4 - Processing

It is essential that both quality reference and processed sample are associated with the same speech material for the same experimental condition.

7.4.1 - Noise Mixing Process

The original speech material should be adjusted to the nominal level (–26 dBov) and then mixed with the environmental noises: office, babble, car and interfering talker at the proper SNR prior to passing through the coders and reference conditions:

1. The environmental noises will be filtered with Rec. P.341 transmit characteristic. The noise levels will be adjusted (see pre-processing block schemes in Section 4) to a mean level of ‑41 dBov and ‑46 dBov (15 and 20 dB SNR, respectively).

2. The original speech material should also be filtered (according to P.341) and normalized (level equalized).

3. Finally, the noise will be digitally mixed with the normalized speech material. If the resulting signal amplitude exceeds the overload point of the A/D converter, it should be limited to the peak value and the clipping effect should be controlled by expert observation.

The resulting speech samples, corrupted by background noise, should then be processed through the coders and reference conditions; i.e., through the conditions detailed in Tables 7.3.

7.4.2 - Additional processing of DIRECT speech samples

Tables 7.3 define a number of speech samples that must be processed through the Direct condition. But additional Direct files should be processed which will be used as the Quality references in the listening sequence. In total, ten more files per talker are necessary (see Table 7.7). Those additional Direct files will be identified as extra conditions (conditions 43 through 52). Notice that these additional files to be produced do not represent additional test conditions. The conditions to be tested are 42, as listed in Tables 7.3.

In a DCR test, each stimulus will consist of 2 sentence-pairs; the unprocessed original (with background noise added) followed by the coder processed version. In the case of the MNRU, the original source does not include background noise, nor does the MNRU processed output. For the DIRECT stimuli case, the unprocessed original (speech plus noise) is followed by the unprocessed original (speech plus noise). 

Hence, the reference signals for conditions 1-16 are those processed as conditions 39 to 42 (i.e., speech samples S01 to S04 plus background noises). For conditions 17-32, the references are indicated in the first row of Table 7.7. For conditions 33-38, the remaining rows in Table 7.7 indicate the references to be used. Conditions 39-42 will use themselves as reference (null test conditions).

Table 7.7 - Additional processing of DIRECT speech samples.

Coder
Bit-rate

[kbit/s]
Error

condit.
Level

[dBov]
No.

Tand.
Backg.

Noise
No.

Talk.
Cond.

No.
Speech

Sample

Direct
256
-
-26
-
of/ba/fh/it
4
43-46
S05-S08

Direct
256
-
-26
-
clear
4
47
S01

Direct
256
-
-26
-
clear
4
48
S02

Direct
256
-
-26
-
clear
4
49
S03

Direct
256
-
-26
-
clear
4
50
S04

Direct
256
-
-26
-
clear
4
51
S05

Direct
256
-
-26
-
clear
4
52
S06

7.5 - Randomizations

Because of the presence of the quality reference condition (first signal) in front of each coded sample (second signal) which anchors the listener's judgment, the order effect for the DCR (or modified DCR) procedure is much less important than for the ACR procedure. Three different randomizations will be used. Twenty four listeners will participate in the experiment; they will be divided in 3 groups of eight. Each of these three different test sequences will be presented to different groups of listeners. The test sequences are given in the following Table 7.8.

Table 7.8 - Test sequences for Experiment 2.


SESSION 1
SESSION 2
SESSION 3


SESSION 1
SESSION 2
SESSION 3


SESSION 1
SESSION 2
SESSION 3


SESSION 1
SESSION 2
SESSION 3


Order 1

List. 1-8
Order 2

List. 9-16
Order 3

List. 17-24


Order 1

List. 1-8
Order 2

List. 9-16
Order 3

List. 17-24


Order 1

List. 1-8
Order 2

List. 9-16
Order 3

List. 17-24


Order 1

List. 1-8
Order 2

List. 9-16
Order 3

List. 17-24

1
165
155
13

43
35
30
75

85
1
101
34

127
76
149
51

2
11
51
117

44
86
13
39

86
162
79
73

128
157
165
94

3
130
114
140

45
68
136
42

87
72
91
15

129
6
152
84

4
122
49
137

46
152
7
12

88
15
113
167

130
5
67
62

5
17
11
16

47
104
48
10

89
20
166
40

131
125
163
44

6
144
153
11

48
146
15
131

90
30
99
86

132
53
72
41

7
116
14
60

49
117
118
8

91
141
18
26

133
100
139
158

8
49
151
54

50
136
83
127

92
31
122
135

134
32
87
93

9
154
141
78

51
64
16
151

93
167
94
43

135
90
68
125

10
108
89
37

52
29
116
56

94
145
21
83

136
142
82
92

11
75
61
101

53
23
4
59

95
41
23
136

137
56
137
146

12
33
140
155

54
13
128
126

96
135
8
76

138
61
32
107

13
127
27
53

55
28
45
147

97
133
70
77

139
54
157
141

14
143
65
122

56
93
1
156

98
88
96
3

140
98
126
71

15
106
164
74

57
158
110
24

99
2
17
144

141
66
39
115

16
107
36
104

58
131
77
5

100
110
100
113

142
55
112
165

17
25
121
160

59
121
40
133

101
134
106
55

143
85
41
105

18
140
44
50

60
57
95
145

102
84
102
47

144
52
144
9

19
113
168
87

61
118
34
143

103
111
115
138

145
42
147
166

20
77
42
67

62
115
80
48

104
26
138
29

146
114
117
52

21
109
93
153

63
151
19
85

105
70
37
4

147
94
85
45

22
95
3
72

64
159
148
25

106
149
160
61

148
45
50
95

23
58
125
118

65
92
56
148

107
99
66
163

149
168
26
114

24
69
119
79

66
147
69
65

108
39
54
21

150
96
167
88

25
123
9
152

67
14
81
2

109
101
120
36

151
161
46
49

26
37
64
18

68
102
131
96

110
79
35
130

152
87
124
161

27
89
57
6

69
19
6
124

111
73
132
28

153
155
2
81

28
48
20
110

70
132
92
154

112
112
10
70

154
139
161
119

29
62
145
112

71
83
78
142

113
12
105
121

155
16
134
89

30
103
25
159

72
74
133
106

114
153
135
120

156
97
38
116

31
36
88
64

73
80
24
19

115
137
150
69

157
126
59
27

32
8
158
132

74
119
162
30

116
38
58
162

158
148
111
98

33
10
103
129

75
150
107
22

117
82
159
149

159
9
73
109

34
59
29
103

76
128
109
157

118
51
43
91

160
81
47
100

35
46
76
68

77
129
97
134

119
34
129
7

161
124
75
128

36
91
156
31

78
120
5
102

120
60
12
1

162
50
90
80

37
18
104
20

79
160
74
164

121
4
98
139

163
3
71
111

38
43
22
63

80
65
63
82

122
44
62
108

164
138
31
57

39
164
142
97

81
24
143
14

123
27
53
150

165
47
127
38

40
156
108
99

82
22
146
58

124
163
28
33

166
67
123
168

41
40
154
46

83
63
52
35

125
78
86
123

167
166
130
90

42
105
84
17

84
21
33
66

126
7
60
23

168
71
55
32

7.6 - Preliminaries

Before data collection begins, a sequence of eight practice trials should be conducted. Sample practice trials are shown in Table 7.9. The three groups of eight subjects will listen to the same practice sequence P. Those files will be identified as extra conditions (Condition 53 to Condition 68).

Table 7.9 - Practice trials for Experiment 2.

Practice
Condition

Number
References MNRU/Coder
Q dB / Noise (*)
Talker
Speech Sample

1


53

54
DIRECT

MNRU
-

20
M01

M01
S05

S05

2


55

56
DIRECT

G.722 48kb
Of

Of
M02

M02
S06

S06

3


57

58
DIRECT

G.722 56kb
Ba

Ba
F01

F01
S06

S06

4


59

60
DIRECT

DIRECT
-

-
F02

F02
S05

S05

5


61

62
DIRECT

G.722 48kb
Ca

Ca
M01

M01
S06

S06

6


63

64
DIRECT

MNRU
-

10
F01

F01
S05

S05

7


65

66
DIRECT

G.722 56kb
It

It
F02

F02
S06

S06

8


67

68
DIRECT

MNRU
-

30
M02

M02
S05

S05

(*) Note: Of  = Office noise, Ba = Babble noise, Ca = Car noise, It = Interfering talker.

7.7 - Duration of the experiment

Within this Experiment, each listener will hear 42 x 4 = 168 stimuli (excluding preliminaries), on which a vote will be recorded. Each stimulus will consist of the DIRECT signal followed by the processed signal. Allowing a total of 10 seconds for each signal and 5 seconds for score collection, subjects will be required to spend approximately 168 x (10+10+5) seconds per stimulus = 70min listening to the material through all the conditions. There will be 24 listeners (e.g. 12 male and 12 female) arranged in three groups of eight, each group hearing a different sequence order. Since subjects can experience fatigue if the period spent listening to sentence material is too long, each session could be split into 3 sub-sessions separated by a break not shorter than 5 minutes [4]. Assuming eight listeners per visit, the maximum time required is in the order of 70min x 3 = 3h30min, excluding breaks, instructions and training. 

7.8 - Presentation of Results

The data collected from a DCR method are called DMOS (Degradation Mean Opinion Scores). Calculations of mean opinion scores gathered from a DCR experiment, along with corresponding standard deviations and confidence intervals are identical to calculations performed for MOS scores extracted from an ACR experiment. The test results should be reported as follows:

1- Calculate and tabulate Mean Opinion Scores, Standard Deviations and Confidence Intervals as shown in Table 7.10.

2- Perform the relevant statistical tests for the conditions defined in Section 7.9 and report whether the requirements are met.

Table 7.10 - Layout for presentation of test results.


DMOSC (male talkers)
DMOSC (female talkers)
DMOSC
SC
CIC

Cond
Male 1
Male 2
Fem.1
Fem.2
All talkers
All talkers
All talkers

1








2








.....








41








42








7.9 - Verification of Requirements

The quality requirement in noisy condition is expressed in terms of additional (10 %) annoying degradation, i.e. percentage of 1 + 2 votes (in DCR method, % Degradation annoying and very annoying, analog to % Poor or Worse in ACR method) with respect to G.722 under the same condition. A procedure for computing Degradation annoying and very annoying limits (at 95% confidence level), as well as the allowed degradations in terms of Degradation annoying and very annoying percentage to be met is reported in Section 9 “Data analysis for ACR tests and PoW computation”.

Verification of the speech quality requirements is done by comparing the conditions contained in each row of Table 7.11.

Table 7.11 - List of pair-wise comparisons for Experiment 2.


“ref” 

Condition


“test” 

Condition




9
1

16 kbit/s
10
2

(1 tandeming)
11
3


12
4


13
5

24 kbit/s
14
6

(1 tandemings)
15
7


16
8


25
17

16 kbit/s
26
18

(2 tandeming)
27
19


28
20


29
21

24 kbit/s
30
22

(2 tandeming)
31
23


32
24

8 - Listening Test Procedure

The listening system should conform to the specifications found in Annex A. Circumaural headphones shall be used as listening instruments and the listening system should comply with the requirements set out in ITU-R Rec. BS1116 [4] and in Annex B 4.1 of [2] as regard the acoustic background noise level. The test material should be replayed through headphones for binaural diotic listening. Subjects taking part in the subjective test should be chosen at random from the normal telephone using population, with the restrictions given in Annex B 4.4 of [2].

The following calibration procedure guidelines, which were agreed by SG12, should be followed [6]. They are expressed in terms of procedures already followed in the previous G.722.1 selection phase.

i) Diffuse field response versus close-coupled response 

The wideband test plan refers to ITU-R BS1116.  This recommendation refers out to ITU-R BS708 which describes the measurement of headphone frequency response.  As mentioned in the test plan, the method described in BS708 is not very practical as it involves making measurements with probe microphones in subjects' ears.  It therefore suggests making measurements with an IEC711 artificial ear and a Type 3.2 simplified pinna simulator.  

However, the only information about the headphone frequency response tolerance mask is given in BS708 which gives a diffuse field response.  This is meant to simulate the effect of a loudspeaker in a reverberant room such as a concert hall.  This is reasonable, since BS1116 and BS708 are broadcast sound recommendations, which were probably intended primarily for wideband broadcast applications involving both speech and music.  However, the wideband test plan is intended for testing a wideband speech algorithm, and it is not clear that such an algorithm would be used in applications using loudspeakers.  Therefore a diffuse field response may well not be appropriate, so BT used a close-coupled response measured on a Bruel and Kjaer Head and Torso Simulator (HATS), with Type 3.3 pinna simulator.  The close-coupled response seems more appropriate for this type of application, and is more likely to be compatible with previous wideband tests such as G.722.  The headphone response was equalised to the limits shown in the frequency response mask, by using a low-noise third octave equaliser.  One equaliser was used to feed both earphones to ensure the same phase shift was applied to both earphones. 

ii)  ERP versus DRP measurements  

BS708 describes making measurements at least 4mm from the start of the auditory canal, which is neither ear reference point (ERP) nor drum reference point (DRP), although it is closest to ERP.  The test plan itself gives no information about whether measurements should be made at DRP or ERP, although normal telephony measurements would usually be made at ERP.  Some listening laboratories indicated that they had used ERP, and since HATS makes a DRP measurement, a correction factor was applied.  The correction data file supplied with HATS is shown in Figure 8.1.  As this is an ERP to DRP correction file, this response was subtracted from that measured at DRP, in order to give the response at ERP.

iii)  Sound Pressure Level Calibration

The test plan gave no details about the type of signal to be used or the frequency weighting to be applied when calibrating the sound pressure level from the headphones.  We (BT) used a pink noise file recorded at ‑26dBov and adjusted the levels to give 73dB SPL in each ear, measured with linear weighting (ie 'A' weighting was not applied).
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Figure 8.1 – ERP to DRP Transfer Function.

9 - Data Analysis for ACR tests and PoW computation

9.1 - Calculation of MOS and Standard Deviation

If a condition "C" is assessed by "N" listeners through samples of a talker or a music item "t", and given ratings X1,t to XN,t, averaged Mean Opinion Score for each talker and for all talkers, as well as Standard Deviation and/or a Confidence Interval for the condition "C" can be computed as:
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(e.g. average over the 8 talkers, T=8)
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(M = T talkers x N listeners)
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(M = number of observations)

9.2 - Presentation of Results

The test results should be reported as follows:

1 Calculate and tabulate Mean Opinion Scores and Standard Deviations as shown in Table 9.1.

2 Perform the pair-wise comparisons as described in paragraph 9.3 and report whether the requirements are met.

Table 9.1 - Layout for presentation of test results.


MOSC (male talkers)





MOSC (female talkers)



MOSC
SC
CIC

Cond.
Male 1
Male 2
Male 3
Male 4
Fem.1
Fem.2
Fem.3
Fem.4
All talkers
All talkers
All talkers

1












2












.....












9.3 - Verification of Requirements: Statistical Methods

The verification of most of the speech quality requirements will consist of simple pair-wise comparisons of the Mean Opinion Scores MOSC obtained for each candidate coder and the G.722 reference. To allow for the experimental uncertainty , a simple t-test at the 95% significance level is used to accept or reject the hypothesis that a requirement is met. The comparisons are made between pairs of mean opinion scores Yref and Ytest, having standard deviations Sref and Stest. (Yref, Ytest, Sref and Stest are found in columns 10 and 11 of the presentation table.) The expected mean values are mref and mtest, and it is assumed that the two means have the same variance s2.

The null hypothesis is 
H0: mtest ( mref

which is tested against the alternative
H1: mtest < mref

The null hypothesis is accepted if:
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(1)

where nref and ntest are the numbers of observations for each mean, S02 is the pooled estimator of the common variance s2:
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(2)

and 1-( is the confidence level.

In Experiment 1 and Experiment 3, for ntest = nref = 4 talkers/music items x 24 listeners x 1 replication = 96 and a confidence level of 95%, equation (1) is reduced to:
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 (3a)
In Experiment 1, performance of the codec under test “better than” a reference codec quality is also a performance requirement. In that case, for ntest = nref = 4 talkers x 24 listeners x 1 replication = 96 and a confidence level of 95%, equation (1) is reduced to:
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 (3b)
The quality requirement in detected frame erasures condition, as well as some criteria related to the input level dependency, are expressed in terms of PoW (Poor or Worse) additional degradation with respect to the PoW for the G.722 under error free condition.

A procedure for computing PoW limits (at 95% confidence level), as well as the allowed degradations in terms of PoW percentage to be met, has been agreed at the September 1995 SG12/SQEG meeting and it is reported in the following.

A statistical test of a requirement stated in terms of an increase in the proportion of votes that are "Poor-or-Worse" is straightforward. A method that is simple to compute is based on 2 x 2 contingency tables.

In general, the summary table that is used to calculate the statistical test is as follows:


Reference
Candidate


PoW
R
C
R + C

FoB
n - R
n - C
2n - R - C


n
n
2n

Here PoW indicates "Poor-or-Worse" and FoB indicates "Fair-or-Better" (i.e., all other votes). Hence, we use R to represent the number of votes in the Bad and Poor categories for the Reference coder, as modified by the criterion change in PoW that is allowed; C represents the number of votes in the Poor and Bad categories for the candidate coders in the processing condition of interest; n represents the total number of votes, and is assumed to be the same for the Reference and for the Candidate coders. The test statistic is
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which has a (2 distribution with one degree of freedom. Hence, the critical value for ( = 0.05 is 3.8416. Thus, if T is larger than 3.8416, we conclude that the proportion PoW for the candidate coders differ by more than the criterion amount from the proportion PoW for the reference coder.

The limitation of this approach is that the statistical test is a "two-tailed" test. Thus, it would appear to lead to a rejection if the test coder had PoW significantly less than the reference. Fortunately, there is a simple remedy to this problem. A two-stage decision strategy equivalent to a "one-tailed" test with ( = 0.05.is adopted:

1.
If C ( R, then the test coder passes the requirement;

2.
If C > R, then calculate T and adopt ( = 0.10, with critical value 2.706 for a (2 distribution with one degree of freedom.

For the purpose of this selection test plan an increase in the proportion PoW of 0.1 relative to that of G.722 has been agreed as the appropriate criterion. In the following some examples will be given.

Consider a data set where we see that G.722 has 12 of 344 votes in the Bad and Poor categories. Thus, the observed proportion PoW is 0.03, leading to a criterion of a proportion of no more than 0.13 for a coder under test. Under the null hypothesis that the proportion PoW is 0.13 or less, the test coder must have no more than 44.72 (0.13 x 344) votes in the two lowest categories.


Reference
Candidate


PoW
R = 44.72
C = 46
R + C = 90.72

FoB
n - R = 299.28
n - C = 298
2n - R - C = 597.28


n = 344
n = 344
2n = 688

For the sample data shown above, T = 0.0207, and we may conclude that the Candidate meets the requirement. On the other hand, consider an example in which G.722 obtains a proportion PoW of 0.18 in 96 votes. Thus, the criterion proportion PoW is 0.28, leading to the following table (where it is assumed C=77):


Reference
Candidate


PoW
R = 26.88
C = 77
R + C = 103.88

FoB
n - R = 69.12
n - C = 19
2n - R - C = 88.12


n = 96
n = 96
2n = 192

In this case, T = 52.6886, and the candidate fails. Similarly considering a Candidate coder with the following table:


Reference
Candidate


PoW
R = 26.88
C = 43
R + C = 69.88

FoB
n - R = 69.12
n - C = 53
2n - R - C = 122.12


n = 96
n = 96
2n = 192

with T = 5.8464, a rejection is also obtained.
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ANNEX A:
Performance Specifications for Recording/ Playback (A/D and D/A) System

For those preparing their own source material, it is recommended that they use an A/D system having performance at least as good as specified in this Section. In addition, it is recommended that the D/A system used to reproduce the signal for presentation to test subjects has a performance which is at least as good as the one specified in this Section.

This A/D and D/A system provides the capability to digitize signals for subsequent storage in files on the computer disk and to reconstruct signals from files retrieved from the disk. It consists of an A/D part for recording source signals and a D/A part for reproducing the processed signals during the test. Certain performance characteristics of the system must be specified so that signals will be accurately recorded and reproduced.

The specifications are as follows:

Sampling frequency: 16000±2 Hz (note 1).

Quantization: 16 bit linear PCM.

Sample format: 2's complement.

Frequency response: overall response of ±1 dB, from 100 to 6400 Hz, analog in to analog out, and no more than 3dB down at 50 Hz and 7000 Hz (see Fig. A.1, extracted from ITU-T Rec. G.722). Figures A.2 and A.3 (also extracted from ITU-T Rec. G.722) show the attenuation/frequency response of the transmit and receive audio parts, respectively.

The cutoff of the antialiasing and reconstruction filters should be chosen so that aliasing components of the filters are more than 40 dB (preferably 45 dB) below the level of a (100 - 12000 Hz) swept sine wave. This swept sine wave should be applied at a level 10 dB below a maximum level tone of 1 kHz.

Total distortion: according to the minimum SINAD (signal-to-total distortion ratio, unweighted) specified in figure 14/G.722 of ITU-T Rec. G.722, A/D and D/A parts separately, with a full scale 1 kHz sine wave applied (Note 1).

Dynamic range: useful range of 60 dB minimum, defined as the difference between the levels of a full scale 1 kHz sine wave and the lowest level tone of the same frequency having a SINAD (20 dB. This is an overall A/D and D/A specification. The maximum attainable is approximately 66 dB for a 16 bit coder having a 7 kHz bandwidth sampled at 16 kHz (Notes 1 and 2).

Signal-to-Idle Noise Ratio: 84 dB minimum, A/D and D/A parts separately, measured from a full-scale 1 kHz sine wave to the idle noise (unweighted) floor (Note 1).

Analog Input/Output Level and Input/Output Impedance: care should be taken to match the analog input and output level and impedance of the associated equipments. 

Note 1 - Dynamic properties should be measured through the total A/D - D/A system, if possible, inclusive of antialiasing, reconstruction and sin(x)/x filters and any analog circuitry. It is equally important to measure the performance of the A/D and D/A parts separately, and for those parts to meet their respective separate specifications. This will ensure that the A/D and D/A systems produced by different laboratories will be compatible. Several techniques can be used to separately measure the A/D and D/A performance. One that is acceptable is to first measure the D/A by applying a digitally generated signal (sine wave or idle code) and measuring the resulting analog distortion or noise. The result should meet or exceed the D/A specification. Then the A/D performance can be measured by applying an analog input signal and replaying the resulting digital signal with the D/A system. The resulting output noise or distortion should be no more than 3 dB worse than the A/D specification.

Note 2 - One way to test the dynamic range is to apply a 1 kHz sine wave at a level 60 dB below full scale and measure the resulting SINAD. If the result is (20 dB, then the specification has been met.
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Figure A.1 - Overall frequency response


[image: image31.wmf]Figure A.2 - Transmit frequency response


Figure A.3 - Receive frequency response

ANNEX B:
Instructions to subjects and data collection (ACR)

The instructions given to the subjects will depend on the method used to collect opinion data. An example of typical instructions is given in Table B.1. The instructions must be given prior to commencement of the experiment. When the subject has understood the instructions, he or she should listen to the practice list and give their opinions. No suggestions should be made to the subjects that the preliminary samples include the best or worst in the range to be covered, or exhaust the range of conditions they can expect to hear. After the preliminary list, there should be sufficient time allowed for answering possible questions by the subjects. Questions about procedure or about the meaning of the instructions should be answered, but any technical questions must be met with the response, "We cannot tell you anything about that until the experiment is finished".

Table B.1 - Example of instructions to subjects for ACR test using a Quality scale.

INSTRUCTIONS TO SUBJECTS
In this experiment we are evaluating systems that might be used for telecommunication service between separate places.

You are going to hear [m] samples of speech/music reproduced through headphones. Each sample will consist of a sequence of 2 sentences/1 musical passage. Please listen to the complete sequence, then indicate your opinion of the overall sound quality.

Using the following scale:

Excellent

Good

Fair

Poor

Bad

After listening to a sample sequence, please write down on your response sheet a score (or alternatively; press the appropriate button) which on this rating scale represents your opinion of the sound quality of the sample you just heard.

After you have given your opinion there will be a short pause before the next sample begins.

For practice, you will first hear [n] samples and give an opinion on each; then there will be a break to make sure that everything is clear.

From then on you will have a break every [p] minutes. The test will last a total of [q] minutes.

Please do not discuss your opinions with other listeners participating in the experiment.



Subjects' responses may be collected by any convenient method: pencil and paper, press buttons controlling lamps recorded by the operator, or automatic data-logging equipment, for example. The wording of the instructions is adapted to the method of response. But whatever method is used, care must be taken that subjects should not be able to observe other subjects' responses, nor should they be able to see the record of their own responses made in a previous session. Apart from the inevitable memory effects, each response should be independent of every other.

ANNEX C:
Instructions to subjects and data collection (Modified DCR)

The instructions given to the subjects will depend on the method used to collect opinion data. An example of typical instructions is given in Table C.1. The instructions must be given prior to commencement of the experiment. When the subject has understood the instructions, he or she should listen to the practice list and give their opinions. No suggestions should be made to the subjects that the preliminary samples include the best or worst in the range to be covered, or exhaust the range of conditions they can expect to hear. After the preliminary list, there should be sufficient time allowed for answering possible questions by the subjects. Questions about procedure or about the meaning of the instructions should be answered, but any technical questions must be met with the response, "We cannot tell you anything about that until the experiment is finished".

Listeners are presented with a pair of speech samples on each trial. In the DCR procedure, a reference (unprocessed) sample is presented first, followed by the same speech sample, which has been processed by some technique. In the DCR method, listeners always rate the amount by which the processed (second) sample is degraded relative to the unprocessed (first) sample. Listeners use the following scale to judge the quality of the second sample (degraded) relative to that of the first (reference sample):


Degradation

5:
Degradation is inaudible

4:
Degradation is audible but not annoying

3: 
Degradation is slightly annoying

2:
Degradation is annoying

1: 
Degradation is very annoying

The DCR method is particularly useful for assessing the performance of telecommunications systems when the input has been corrupted by background noise. 

The reference (unprocessed) sample (Direct connection) is presented before the processed signal. This reference is the same as the processed sample, using the same talker and speech material.

In the so called Modified-DCR method, the references have been also corrupted by the same noise (if any) and processed through the same preliminary processes, such as transmitter characteristic, logarithmic companding, etc. Thus, there will be a different reference for each of the test conditions. The Modified-DCR method is used in Experiment 3.
Each of the speech samples is presented to the listener through the reference condition and through a coder under test or other conditions (e.g., G.722, MNRUw). Listeners should judge the quality of the second sample relative to the quality of the first sample. This judgement is made on the 5-point scale shown above. Sample instructions for the listeners are shown below for the Modified-DCR method.

Subjects' responses may be collected by any convenient method: pencil and paper, press buttons controlling lamps recorded by the operator, or automatic data-logging equipment, for example. The wording of the instructions is adapted to the method of response. But whatever method is used, care must be taken that subjects should not be able to observe other subjects' responses, nor should they be able to see the record of their own responses made in a previous session. Apart from the inevitable memory effects, each response should be independent of every other.

The subjects must not commence the experiment until they have read and understood the instructions.

Any questions the subject may have about procedure or about the meaning of the instructions should be answered, but any technical questions must not be answered until the subject has completed the experiment.

Table C.1 - Example of instructions to subjects for DCR and M-DCR test.

INSTRUCTIONS TO SUBJECTS

(Modified) Degradation category rating test

"Evaluation of the influence of various environmental noises

on the quality of different telephone systems"

You are going to hear, through the headphones which are in front of you, various pairs of speech samples recorded in different noise environments (for example inside a car or an office).

Each pair is build up from two samples separated by a pause of about half a second.

Each sample is build up from two speech sentences separated by a small gap. All the samples have been recorded in the different noise environments.

Within each pair of samples, the first is the reference and the second one, which has been treated by telephone system, has to be evaluated with regard to the reference.

You are kindly requested to listen carefully to each pair of samples. Then when the green light is on, please record your opinion about the modifications perceived on the second sample with 

regard to the first one (reference) using the following scale:



Degradation is inaudible



Degradation is audible but not annoying



Degradation is slightly annoying



Degradation is annoying



Degradation is very annoying 

You will have 5 seconds to record your answer by pushing the button corresponding to your choice.

Then you will have a short pause before the presentation of the next pair.

We will start by a short practice session to make you familiar with the test procedure. Then the actual tests will take place during sessions of 10 to 15 minutes.

Listener name:






Date:

Group number:






Table n°:

ANNEX D:
Draft Terms of Reference for the ITU-T Wideband (7 kHz) Speech Coding Algorithm around 16 kbit/s

- Background

The following general guidelines are considered relevant for this wideband activity:

· Input and output audio signals should have a bandwidth of 7 kHz at a sampling rate of 16 kHz.

· Primary signals of interest are clean speech and speech in background noise.  Music performance  objectives set  at  higher bit-rates (24 kbit/s).

· High speech quality with the objective of equivalence to G.722 at 56/64 kbit/sec.

· 16 kbit/s is the main bit-rate. It is required the ability of the candidate to scale in bit rate to lower bit-rates (less then 16 kbit/s) and up to 24 kbit/s with no fundamental changes in either the technology or the algorithm used.

· Robustness to frame erasures and random bit errors.

· Low algorithmic delay (frame size of 20ms or integer sub-multiples)

- Applications

In the following the applications foreseen for a wideband (7 kHz bandwidth) speech coder around 16 kbit/s are listed:

1. Voice over IP (VoIP) and Internet Applications

Goal:
· Wideband transmission over the internet

· High quality speech for IP video-conferencing

Requirements:
· Robust under background noise conditions

· Robust to frame erasures

· Scalable bit rate (network-controlled, e.g. 12...24 kbit/s)

· Medium algorithmic delay (frame size 20 ms)

· Main focus on speech, good music performance at higher bit rates desirable

2. Mobile Communications

Goal:
· High-quality speech for third generation services

· Mainly to be used under good channel conditions [? to be considered]

Requirements:
· Robust under background noise conditions

· Robust to random bit errors

· Robust to frame erasures

· Scalable bit rate (network-controlled, e.g. 12...24 kbit/s)

· Medium algorithmic delay (frame size 20 ms)

· Main focus on speech

3. PSTN applications 

Goal:
· High-quality audio-conferencing

· Business applications (point-to-point, multi-point-links)

Requirements:
· Robust under background noise conditions

· Fixed bit rate sufficient

· Low algorithmic delay (frame size 10 ms)

· Main focus on speech

4. ISDN wideband telephony

Goal:
· High-quality audio conferencing for  multi-point applications

Requirements:
· Robust to background noise

· Fixed bit rate sufficient

· Low algorithmic delay (frame size 10 ms)

· Main focus on speech

5. ISDN videotelephony and video-conferencing

Goal:
· Enabling high-quality speech using only one ISDN channel

· Improve video quality using two or more ISDN channels

Requirements:
· Robust under background noise conditions

· Fixed bit rate sufficient

· Medium algorithmic delay (frame size 20 ms)

· Main focus on speech

The experts group consider that VoIP, Internet Applications and Mobile Communications (listed in item 1 and 2 of the application list) are the primary applications. The Terms of Reference reflect that consideration.
- Performance requirements & objectives

The performance requirements and objectives for a wideband (7 kHz) speech coding algorithm around 16 kbit/s are shown in Table 1.


Table 1 – (Part 1/7)

Performance requirements and objectives for a wideband (7 kHz) speech coding algorithm around 16 kbit/s (Note 1)

Parameter


Requirement
Objective

Bit-rate(s)


· around 12 kbit/s (Note 2)

· 16 kbit/s

· around 20 kbit/s (Note 2)

· 24 kbit/s


Scalable on finer increments of bit-rate



Speech (single speaker) in error-free condition at input signal nominal level -26 dB with respect to the overload point (Note 3):





1) at around 12 kbit/s (Note 4)


No requirement 


Not worse than ITU-T Rec.

G.722 at 48 kbit/s



2) at 16 kbit/s


Better than ITU-T Rec. G.722 at 48 kbit/s
Not worse than ITU-T Rec.

G.722 at 56 kbit/s

3) at around 20 kbit/s (Note 4)
No requirement 


Better than the 16 kbit/s under the same condition



4) at 24 kbit/s


Not worse than ITU-T Rec. 

G.722 at 56 kbit/s


Not worse than ITU-T Rec.

G.722 at 64 kbit/s



Narrowband speech (single speaker) in error-free condition at input signal nominal level -26 dB with respect to the overload point: (Note 5)

1) at around 12 kbit/s


No requirement 


2) at 16 kbit/s


Not worse than ITU-T Rec. G.726 at 32 kbit/s (Note 6)


3) at around 20 kbit/s


No requirement


4) at 24 kbit/s


Not worse than ITU-T Rec. G.726 at 32 kbit/s (Note 6)




 Table 1 – (Part 2/7)

Performance requirements and objectives for a wideband (7 kHz) speech coding algorithm around 16 kbit/s

Speech (single speaker) in error condition at input signal nominal level –26 dB with respect to the overload point:





· Robustness to random bit errors (BER=10-3)


t.b.d. (Note 7)
t.b.d.

· Detected frame erasures (3% Random) (Note 8, 9)





1) at around 12 kbit/s


No requirement


No more than 10% additional degradation, in terms of PoW (i.e. % of 1+2 votes), with respect to ITU-T Rec. G.722 at 48 kbit/s under error free condition



2) at 16 kbit/s


No more than 10% additional degradation, in terms of PoW (i.e. % of 1+2 votes), with respect to ITU-T Rec. G.722 at 48 kbit/s under error free condition


No more than 10% additional degradation, in terms of PoW (i.e. % of 1+2 votes), with respect to ITU-T Rec. G.722 at 56 kbit/s under error free condition



3) at around 20 kbit/s


No requirement


Better than the 16 kbit/s under the same condition



4) at 24 kbit/s


No more than 10% additional degradation, in terms of PoW (i.e. % of 1+2 votes), with respect to ITU-T Rec. G.722 at 56 kbit/s under error free condition


No more than 10% additional degradation, in terms of PoW (i.e. % of 1+2 votes), with respect to ITU-T Rec. G.722 at 64 kbit/s under error free condition



Table 1 – (Part 3/7)

Performance requirements and objectives for a wideband (7 kHz) speech coding algorithm around 16 kbit/s

Speech (single speaker) quality dependency on the input signal level between –36 dB and –16 dB with respect to the overload point (Note 10):





1) at around 12 kbit/s


No requirement


Not worse than ITU-T Rec.

G.722 at 48 kbit/s



2) at 16 kbit/s


Better than ITU-T Rec. G.722 at 48 kbit/s
Not worse than ITU-T Rec.

G.722 at 56 kbit/s



3) at around 20 kbit/s


No requirement


Better than the 16 kbit/s under the same condition



4) at 24 kbit/s


Not worse than ITU-T Rec. 

G.722 at 56 kbit/s.


Not worse than ITU-T Rec.

G.722 at 64 kbit/s



Speech (single speaker) quality dependency on speakers at input signal nominal level (Note 11):





1) at around 12 kbit/s


No requirement


Not worse than ITU-T Rec.

G.722 at 48 kbit/s



2) at 16 kbit/s


Better than ITU-T Rec. G.722 at 48 kbit/s


Not worse than ITU-T Rec.

G.722 at 56 kbit/s

3) at around 20 kbit/s


No requirement


Better than the 16 kbit/s under the same condition



4) at 24 kbit/s


Not worse than ITU-T Rec. 

G.722 at 56 kbit/s.


Not worse than ITU-T Rec.

G.722 at 64 kbit/s

Music in error-free condition at input signal nominal level –26 dB with respect to the overload point:





1) at around 12 kbit/s


No requirement.


No requirement.



2) at 16 kbit/s


No requirement.


Not worse than ITU-T Rec. G.722 at 48 kbit/s [? to be considered]


3) at around 20 kbit/s


No requirement
No requirement

4) at 24 kbit/s


No requirement


Not worse than ITU-T Rec. G.722 at 48 kbit/s



 Table 1 – (Part 4/7)

Performance requirements and objectives for a wideband (7 kHz) speech coding algorithm around 16 kbit/s

Performance in the presence of the following background noises for 1, 2, asynchronous tandem encodings (foreground signal is single speaker):

· office noise (SNR=15dB)

· babble noise (SNR=20dB)

· car noise (SNR=15dB)

· interfering talker (SNR=15dB)

· performance in the presence of reverberant speech conditions. For further study (Note 12)





1) at around 12 kbit/s


No requirement


No more than 10% additional annoying degradation, in terms of annoying or very annoying (i.e. % of 1+2 votes), with respect to ITU-T Rec. G.722 at 48 kbit/s



2) at 16 kbit/s


No more than 10% additional annoying degradation, in terms of annoying or very annoying (i.e. % of 1+2 votes), with respect to ITU-T Rec. G.722 at 48 kbit/s


No more than 10% additional annoying degradation, in terms of annoying or very annoying (i.e. % of 1+2 votes), with respect to ITU-T Rec. G.722 at 56 kbit/s



3) at around 20 kbit/s


No requirement


Better than the 16 kbit/s under the same condition



4) at 24 kbit/s


No more than 10% additional annoying degradation, in terms of annoying or very annoying (i.e. % of 1+2 votes), with respect to ITU-T Rec. G.722 at 56 kbit/s


No more than 10% additional annoying degradation, in terms of annoying or very annoying (i.e. % of 1+2 votes), with respect to ITU-T Rec. G.722 at 64 kbit/s



Table 1 – (Part 5/7)

Performance requirements and objectives for a wideband (7 kHz) speech coding algorithm around 16 kbit/s

Tandeming capability for asynchronous tandemings (Note 13):





1) at around 12 kbit/s


No requirement.


No requirement.



2) at 16 kbit/s


Not worse than ITU-T Rec. G.722 at 48 kbit/s under the same tandem condition (2 tandemings)


Not worse than ITU-T Rec. G.722 at 48 kbit/s under the same tandem condition (2 and 3 tandemings)



3) at around 20 kbit/s


No requirement.


No requirement.



4) at 24 kbit/s


Not worse than ITU-T Rec. 

G.722 at 56 kbit/s under the same tandem condition (2 tandemings)


Not worse than ITU-T Rec. G.722 at 64 kbit/s [? to be considered] under the same tandem condition (2 and 3 tandemings)



Transcoding with ITU-T G.722 or other standards
For further study
For further study



One-way coder/decoder delay (Note 14, 15):





· frame size


20 ms (or integer sub-multiples of 20ms)


10 ms (or integer sub-multiples of 10 ms)



· total codec delay (algorithmic delay+processing delay)


( 50 ms
( 25 ms



Encoder-decoder 

synchronization (Note 16)


Provided externally


Capability to transmit

voice-band data (Note 17)


Not needed
For further study

Capability to transmit information and signaling tones (Note 18)


DTMF


Table 1 – (Part 6/7)

Performance requirements and objectives for a wideband (7 kHz) speech coding algorithm around 16 kbit/s

Effect of switching signal sources to the codec (Note 19)


Capability required



Effect of switching between bit-rates (Note 20)

Capability required


No annoying effects

Convergence time (Note 21)





1) at around 12 kbit/s


For further study


For further study



2) at 16 kbit/s


For further study


For further study



3) at around 20 kbit/s


For further study


For further study



4) at 24 kbit/s


For further study


For further study



Idle channel noise (Note 22)





· unweighted


Less than –66 dBm0


· weighted


For further study


· single frequency


For further study


Sampling rate (Note 23)


16 kHz




Timing requirements (Note  24)


Equivalent to those contained in ITU-T Rec. G.722 as preliminary indication 



Jitter tolerance (Note 25)


The network interface to the codec is assumed to be compliant to the jitter limits appropriate to digital equipments as specified in ITU-T Rec. G.823, G.824 and I.430 (Note 26)



A/D and D/A converter accuracy


Testing performed with 14 bit linear PCM.

15 and 16 bit linear PCM are for further study.




Overload point of the A/D and D/A converters


As for  ITU-T Rec. G.722 as preliminary indication (+9dBm0 ±0.3dBm0)




Table 1 – (Part 7/7)

Performance requirements and objectives for a wideband (7 kHz) speech coding algorithm around 16 kbit/s

Attenuation/frequency response of encoder and 

Decoder analog circuitry


As for ITU-T Rec. G.722 as preliminary indication 


Nominal frequency range

(Note 27)


50 to 7000 Hz


Digital transport compatibility


ITU-T Rec. H.221, H.320, H.323, H.324




Variable bit-rate compatibility 
Capability of switching bit-rate at frame boundaries required. The frame size should be equal for the different bit-rates.


For further study



Interoperability



Interoperability with 3G and 2G systems (Note 28)



Complexity


As low as possible (Note 29).

Encoder and decoder in 1 DSP (single CPU)




Memory


As low as possible in terms of RAM used


For further study

Implementation


DSP based, bit-exact 16 bit  fixed-point [? to be considered]

Host CPU based implementation interoperable with DSP based fixed-point implementation (Note 30)

Specification description


Bit-exact fixed-point modular ANSI-C code (Note 31) electronic format


Interoperable floating-point specification to follow after fixed-point specification



Notes to Table 1 

1.
The requirements and objectives refer to the distortion introduced between the defined input PCM interface of the coder and the defined output PCM interface of the decoder, unless otherwise specified.



2.
The algorithm is requested to operate at around that bit-rate. A specific bit-rate will be defined for the Selection phase, taking into account the need to cover specific applications, within the scope of the listed applications, and to increase the interoperability among different systems.



3


When all requirements are met, the objectives will be used as one of the criteria to discriminate between candidates.



4.
That bit-rate is not thoroughly tested in the Qualification test and only the performance in clean speech condition will be taken into consideration when discriminating between candidate algorithms. In the subsequent testing phases the objectives will be also considered and properly tested.



5


In some possible scenarios the wideband speech coder may have to code a signal coming from a narrowband source. One such application is the wideband teleconferencing scenario where some of the callers participate in the call using narrowband terminal equipment while others use the wideband option. It should therefore be possible for the wideband speech coder to encode a narrowband signal with high quality.

The input characteristic of the narrowband speech is ...... [? to be considered].


6


The requirement for narrowband input speech is not tested in the Qualification test, where the candidate proponents are requested to provide only demonstration material. This requirement should be tested in the Selection test.



7
The candidate proponents are requested to provide demonstration material for the Qualification Test, including all the bit-rates [? to be considered] subjected to a random BER=10-3. Information is also welcome on different levels of BER and on the exposure of different portion of the bit-stream to different BERs.



8.
Detection of frame erasures will be indicated to the decoder by external signals. If the test codec has a frame size other than 20 ms, a 20 ms frame boundary will be used for FER testing. Hence, multiples of 20 ms will be erased in the event of frame erasures.



9.
The evaluation of speech quality in detected random frame erasure conditions will consider a requirement in terms of percentages of PoW (Poor or Worse) allocated in addition to the PoW percentage obtained from the reference codec. The additional degradation is an absolute increase of 10% (or 5%), that means the %(P+B) is first determined for the reference codec and an absolute value of 10 (or 5) is added to produce the increased reference degradation.

The new 'absolute' criterion, introduced to avoid using the DMOS concept (subject to relative shifts depending on the context of the experiment, the instructions to the team, the listeners, etc.), needs that the limits at 95% confidence level of PoW are calculated, following a defined computation rule.



10.
Taking into account the G.722 high level dependency (increased performance at higher input levels), the verification procedure usually used to check the quality dependency on input levels appears not appropriate and, for that reason, alternative verification procedures are necessary. For example, comparing the candidate coder performance at different input levels against the candidate coder performance at nominal input level. 



11.
Further studies are required to establish an appropriate methodology to test speaker dependency.



12.
Further studies are required to identify realistic reverberant conditions to be tested (room geometry, distance between microphone and talker(s), reverberation time vs. frequency, etc.). The requirements and objectives related to this type of signal are to be defined.



13.
A primary application requiring tandemed codecs is in multipoint control units (MCU), where signals are also mixed from several codecs before recoding and transmission. 



14.
Algorithmic delay includes the frame size, that is the block size of acquired input signal, plus any other delays inherent in the algorithm (look ahead). Processing delay is the time taken by encoder to process samples and by decoder to decode the incoming bit stream. Total codec delay is the sum of algorithmic delay and processing delay.

It is assumed that the processing delay is equal to the frame size.

The channel transmission delay assumes that transmission occurs on a serial channel matched to the bit rate of the codec, typically this is equal to the frame size. The total system delay is the sum of algorithmic delay, processing delay, channel transmission delay and such other delays caused by the test equipment and interfaces connected to these. The total system delay can be measured. The test system delay consists of the delay caused by the test equipment and the interface between the wideband speech encoder/decoder and the test equipment. The test system delay can be measured by passing PCM data directly through the system, bypassing only wideband speech encoder and decoder. The total codec delay can be calculated by subtracting the test system and channel transmission delay from the total system delay.



15.
The size of frame acquired by the encoder should be 20ms or a sub-multiple of 20ms, as a requirement. For example, xz = 20ms, where x is an integer and z is the frame size in ms. Maintaining 10ms boundaries provides easy compatibility with ITU-T Rec. H.221.



16.
Bit stream alignment between encoder and decoder.



17.
ITU-T Rec. H.221 provides for data transmission in ISDN applications. In other applications, including DCME, PCME and ATM networks, separate transmission facilities will be provided for voice-band data.



18.
The actual distortion requirements and objectives for the tones to be transmitted are for further study.


19.
In a voice activated MCU where the broadcaster is selected according to voice signal levels, there should be no annoying artifacts caused by switching signal source to the codec.



20.
Switching between operating bit-rates shall not introduce subjectively noticeable effects.


21.
The convergence time should be as small as possible in order not to miss any significant parts of words. The convergence time of a speech codec is the amount of time it takes for the state in the decoder to approximate the state in the encoder, when the decoder has been reset to its initial state during the middle of a talkspurt. This definition readily suggests a methodology for measuring convergence time.

Begin with a test signal of speech. It is encoded and output bit stream is saved. The entire bit stream is decoded and the output is uninterrupted decoded speech. In this encoding and decoding, the states of the encoder and decoder are initialized to be equal.

Next, remove the beginning of the bit stream. Decode the remainder of the bit stream, having re-initialized the decoder first. Receive a decoded output signal which will evolve toward the true output signal decoded earlier. Then measure the sequence of individual segment signal-to-noise ratios (SNR). The convergence time will be the time beyond which the segment SNR always stays above the pre-determined threshold.


22.
Idle channel noise measured with an encoder and decoder connected back-to-back as described in ITU-T Rec. G.722. Three cases are considered:

· unweighted (unweighted noise power measured in the frequency range 50 to 7000 Hz)

· weighted (weighted noise power measured in the frequency range 50 to 7000 Hz)

· single frequency (the level of any single frequency, in particular 8000 Hz, the sampling frequency and its multiples, measured selectively).



23.
Nominal sampling rate of the analog-to-digital and digital-to-analog converters.



24.
Accuracy of the  analog-to-digital and digital-to-analog converters clocks.



25.
Jitter tolerance of the incoming bit-stream (peak-to-peak variation) that avoids introduced errors at the decoder.



26.
In order to ensure that any equipment can be connected to any recommended hierarchical interface within a network, it is necessary to arrange that the input ports of all equipment are capable of accommodating levels of jitter up to the maximum network limit defined in ITU-T Rec. G.823 "The control of jitter and wander within digital networks which are based on 2048 kbit/s hierarchy" and ITU-T Rec. G.824 "The control of jitter and wander within digital networks which are based on the 1544 kbit/s hierarchy". For equipments connected to an ISDN  Basic Rate Access, the NT jitter characteristics contained in ITU-T Rec. I.430 are also relevant.


27.
The nominal 3 dB bandwidth measured with an encoder and decoder connected back-to-back as described in ITU-T Rec. G.722. The measurement should be performed by injection of white noise to the codec. 


28.


If there is one or more than one bit-rate in common with the source bit-rates for wideband coding defined in 3G (including at least 3GPP and 3GPP2) and 2G systems, the objective is to provide bit-stream compatibility at those bit-rates, i.e. the bit-stream produced by this wideband encoder should be correctly decoded by the 3G and 2G wideband decoder and viceversa.

 

29.
When all requirements are met the complexity and memory figures will be used as one of the criteria to discriminate between candidates.



30.
Since applications as "software"desktop videotelephony are envisaged, the codec should be implementable on both a host CPU and a fixed-point DSP.



31.
Modular means a software implementation made in accordance to the guidelines given in ITU-T Software Tools Library User Manual.



· Schedule for wideband coding around 16 kbit/s
A timetable for the development of a wideband speech coding algorithm around 16 kbit/s is reported in the following:

Date
Activity



t.b.d.
· t.b.d.


· 

__________
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Note that music is not tested as input signal in the present Qualification Test Plan.
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Figure A.2 - Transmit frequency response
















